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Section: Fixed effect vs. random effects
models

Overview

One goal of a meta-analysis will often be to estimate the overall, or combined
effect.

If all studies in the analysis were equally precise we could simply compute the
mean of the effect sizes. However, if some studies were more precise than
others we would want to assign more weight to the studies that carried more
information. This is what we do in a meta-analysis. Rather than compute a
simple mean of the effect sizes we compute a weighted mean, with more weight
given to some studies and less weight given to others.

The question that we need to address, then, is how the weights are assigned. It
turns out that this depends on what we mean by a “combined effect”. There are
two models used in meta-analysis, the fixed effect model and the random effects
model. The two make different assumptions about the nature of the studies, and
these assumptions lead to different definitions for the combined effect, and
different mechanisms for assigning weights.

Definition of the combined effect

Under the fixed effect model we assume that there is one true effect size which is
shared by all the included studies. It follows that the combined effect is our
estimate of this common effect size.

By contrast, under the random effects model we allow that the true effect could
vary from study to study. For example, the effect size might be a little higher if
the subjects are older, or more educated, or healthier; or if the study used a
slightly more intensive or longer variant of the intervention; or if the effect was
measured more reliably; and so on. The studies included in the meta-analysis
are assumed to be a random sample of the relevant distribution of effects, and
the combined effect estimates the mean effect in this distribution.

www.Meta-Analysis.com © 2007 Borenstein, Hedges, Rothstein | 4



Computing a combined effect

Under the fixed effect model all studies are estimating the same effect size, and
SO we can assign weights to all studies based entirely on the amount of
information captured by that study. A large study would be given the lion’s share
of the weight, and a small study could be largely ignored.

By contrast, under the random effects model we are trying to estimate the mean
of a distribution of true effects. Large studies may yield more precise estimates
than small studies, but each study is estimating a different effect size, and each
of these effect sizes serve as a sample from the population whose mean we want
to estimate. Therefore, as compared with the fixed effect model, the weights
assigned under random effects are more balanced. Large studies are less likely
to dominate the analysis and small studies are less likely to be trivialized.

Precision of the combined effect

Under the fixed effect model the only source of error in our estimate of the
combined effect is the random error within studies. Therefore, with a large
enough sample size the error will tend toward zero. This holds true whether the
large sample size is confined to one study or distributed across many studies.

By contrast, under the random effects model there are two levels of sampling and
two levels of error. First, each study is used to estimate the true effect in a
specific population. Second, all of the true effects are used to estimate the mean
of the true effects. Therefore, our ability to estimate the combined effect
precisely will depend on both the number of subjects within studies (which
addresses the first source of error) and also the total number of studies (which
addresses the second). In other words, even if each study had infinite sample
size there would still be uncertainty in our estimate of the mean, since these
studies have been sampled from all possible studies.

How this section is organized

The two chapters that follow provide detail on the fixed effect model and the
random effects model. These chapters include computational details and worked
examples for each model. Then, a chapter highlights the differences between the
two.
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Fixed effect model

Definition of a combined effect

In a fixed effect analysis we assume that all the included studies share a
common effect size, u. The observed effects will be distributed about u, with a
variance o that depends primarily on the sample size for each study.

Fixed effect model. The observed effects are sampled from a
distribution with true effect y, and variance o2. The observed effect
T, is equal to u+e;.

In this schematic the observed effect in Study 1, T4, is a determined by the
common effect p plus the within-study error 4. More generally, for any observed
effect T;,

T.=u+¢g (0.1)

Assigning weights to the studies

In the fixed effect model there is only one level of sampling, since all studies are
sampled from a population with effect size u. Therefore, we need to deal with
only one source of sampling error — within studies (e).
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Since our goal is to assign more weight to the studies that carry more
information, we might propose to weight each study by its sample size, so that a
study with 1000 subjects would get 10 times the weight of a study with 100
subjects. This is basically the approach used, except that we assign weights
based on the inverse of the variance rather than sample size. The inverse
variance is roughly proportional to sample size, but is a more nuanced measure
(see notes), and serves to minimize the variance of the combined effect.

Concretely, the weight assigned to each study is

where v; is the within-study variance for study (/). The weighted mean (T.) is
then computed as

M=

wT,

T.=

Il
N

w.

1

M-

Il
N

1

that is, the sum of the products w;T; (effect size multiplied by weight) divided by
the sum of the weights. The variance of the combined effect is defined as the
reciprocal of the sum of the weights, or

1

K
2V,

i=1

vV =

and the standard error of the combined effect is then the square root of the
variance,

SE(T.)=v.
The 95% confidence interval for the combined effect would be computed as
Lower Limit=T,-1.96* SE(T,)
Upper Limit=T, +1.96 * SE(T,)

Finally, if one were so inclined, the Z-value could be computed using
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T,
Z= SEF) (0.8)

For a one-tailed test the p-value would be given by
p=1-®(2) (0.9)
and for a two-tailed test by

p= 2[1—(q>(| Z |))] (0.10)

where ®(2) is the standard normal cumulative distribution function.

lllustrative example

The following figure is the forest plot of a fictional meta-analysis that looked at
the impact of an intervention on reading scores in children.

Impact of Intervention - Fixed effect

Study name Statistics for each study Hedges's g and 95% CI
Hedges's Standard
g error Yariance
Carroll 0.100 0173 0.030 —
Grant 0.300 0173 0.030 L
Peck 0.350 0.224 0.050 =
Danat 0.650 0.100 0.010 1
Stewvart 0.450 0224 0.050 =
Young 0.150 0.141 0.020 —1—
0.397 0.062 0.004 P

-1.00 0.50 0.00 0.50 1.00

Favours Control Favours Intervention

Meta Analysis

In this example the Carroll study has a variance of 0.03. The weight for that
study would computed as
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and so on for the other studies. Then,

T - 101.833 _ 0.3968
256.667

256.667

- 0.0039
SE(T,)=+/0.0039 = 0.0624

Lower Limit=0.3968 —1.96 * 0.0624 = 0.2744

Upper Limit = 0.3968 +1.96 * 0.0624 = 0.5191

,_0.3968

= =6.3563
0.0624

py =1-®(6.3563) <.0001

pyr =2[1-(®(]6.3563])) | <.0001

The fixed effect computations are shown in this spreadsheet

A B C 0 E F

1 (1) Data (2) Fixed Effect
Variance

2 | Study ES  Variance| Within WT ES*WT
3 | Carroll 0.10 0.03 0030 33333 3.333
4 Grant 0.30 0.03 0.030 33333 10.000
5 Peck 0.35 0.05 0.050  20.000 7.000
6 Donat 0.65 0.01 0.010 100.000 65.000
7 Stewart 0.45 0.05 0.050  20.000 9.000
g Young 0.15 0.02 0.020  50.000 7.500
9 Sum 256667  101.833
10
11
12 |3) Fixed Effect
13 Effect size 0.3968
14 Variance 0.0039
15 Standard error 0.0624
16 95% Lower limit 0.2744
17 95% Upper limit 0511
18 Z-value 6.3563
19 p-value (1-tailed) 0.0000
20 p-value (2-tailed) 0.0000

Make above into table, not Excel
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Incorporate formula refs directly into the table above

Column (Cell) | Label Content Excel Formula* See formula
(Section 1) Effect size and weights for each study

A Study name Entered

B Effect size Entered

C Variance Entered

(Section 2) Compute WT and WT*ES for each study

D Variance within study | =$C3

E Weight =1/D3 (0.2)
F ES*WT =$B3*E3

Sum the columns

E9 Sum of WT =SUM(E3:E8)

F9 Sum of WT*ES =SUM(F3:F8)

(Section 3) Compute combined effect and related statistics

F13 Effect size =F9/E9 (0.3)
F14 Variance =1/E9 (0.4)
F15 Standard error =SQRT(F14) (0.5)
F16 95% lower limit =F13-1.96*F15 (0.6)
F17 95% upper limit =F13+1.96*F15 (0.7)
F18 Z-value =F13/F15 (0.8)
F19 p-value (1-tailed) =(1-(NORMDIST((F18),0,1,TRUE))) (0.9)
F20 p-value (2-tailed) =(1-(NORMDIST(ABS(F18),0,1,TRUE)))*2 (0.10)
Comments

Some formulas include a “$”. In Excel this means that the reference is to a
specific column. These are not needed here, but will be needed when we
expand this spreadsheet in the next chapter to allow for other computational

models.

Inverse variance vs. sample size.

As noted, weights are based on the inverse variance rather than the sample size.
The inverse variance is determined primarily by the sample size, but it is a more
nuanced measure. For example, the variance of a mean difference takes account
not only of the total N, but also the sample size in each group. Similarly, the
variance of an odds ratio is based not only on the total N but also on the number
of subjects in each cell.

The combined mean computed with inverse variance weights will have the
smallest possible variance.
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Random effects model

The fixed effect model, discussed above, starts with the assumption that the true
effect is the same in all studies. However, this assumption may be implausible in
many systematic reviews. When we decide to incorporate a group of studies in a
meta-analysis we assume that the studies have enough in common that it makes
sense to synthesize the information. However, there is generally no reason to
assume that they are “identical” in the sense that the true effect size is exactly
the same in all the studies.

For example, assume that we are working with studies that compare the
proportion of patients developing a disease in two groups (vaccination vs.
placebo). If the treatment works we would expect the effect size (say, the risk
ratio) to be similar but not identical across studies. The impact of the treatment
might be more pronounced in studies where the patients were older, or where
they had less natural immunity.

Or, assume that we are working with studies that assess the impact of an
educational intervention. The magnitude of the impact might vary depending on
the other resources available to the children, the class size, the age, and other
factors, which are likely to vary from study to study.

We might not have assessed these covariates in each study. Indeed, we might
not even know what covariates actually are related to the size of the effect.
Nevertheless, experience says that such factors exist and may lead to variations
in the magnitude of the effect.

Definition of a combined effect
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Rather than assume that there is one true effect, we allow that there is a
distribution of true effect sizes. The combined effect therefore cannot represent
the one common effect, but instead represents the mean of the population of true
effects.

A
Y

C1+€q

Random effects model. The observed effect T4 (box) is sampled from a distribution
with true effect 8, and variance o?. This true effect 0,, in turn, is sampled from a
distribution with mean u and variance 1°.

In this schematic the observed effect in Study 1, T4, is a determined by the true
effect 81 plus the within-study error €41. In turn, 64, is determined by the mean of
all true effects, y and the between-study error ;. More generally, for any
observed effect T;,

T.=6+&=u+q +¢ (1.1)

Assigning weights to the studies
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Under the random effects model we need to take account of two levels of
sampling, and two source of error. First, the true effect sizes 8 are distributed
about p with a variance 12 that reflects the actual distribution of the true effects
about their mean. Second, the observed effect T for any given 8 will be
distributed about that 6 with a variance o that depends primarily on the sample
size for that study. Therefore, in assigning weights to estimate u, we need to
deal with both sources of sampling error — within studies (¢), and between studies

@

Decomposing the variance

The approach of a random effects analysis is to decompose the observed
variance into its two component parts, within-studies and between-studies, and
then use both parts when assigning the weights. The goal will be to take account
of both sources of imprecision.

The mechanism used to decompose the variance is to compute the total variance
(which is observed) and then to isolate the within-studies variance. The
difference between these two values will give us the variance between-studies,
which is called tau-squared (7°). Consider the three graphs in the following figure.

.

Between-studies variance is low
because total variance is low

B

Between-studies variance is high
because total variance is high
And within-studies variance is low

————
—_—

———
——

A

e

Between-studies variance is low
because within-studies variance is high
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In (A) the studies all line up pretty much in a row. There is no variance between
studies, and therefore tau-squared is low (or zero).

In (B) there is variance between studies, but it is fully explained by the variance
within studies. Put another way, given the imprecision of the studies, we would
expect the effect size to vary somewhat from one study to the next. Therefore,
the between-studies variance is again low (or zero).

In (C) there is variance between studies. And, it cannot be fully explained by the
variance within studies, since the within-study variance is minimal. The excess
variation (between-studies variance), will be reflected in the value of tau-squared.

It follows that tau-squared will increase as either the variance within-studies
decreases and/or the observed variance increases.

This logic is operationalized in a series of formulas. We will compute Q, which
represents the total variance, and df, which represents the expected variance if
all studies have the same true effect. The difference, Q - df, will give us the
excess variance. Finally, this value will be transformed, to put it into the same
scale as the within-study variance. This last value is called tau-squared (T2).

The Q statistic represents the total variance and is defined as

2

Q:iwwﬂii) (1.2)
i=1

that is, the sum of the squared deviations of each study (T;) from the combined

mean (T.). Note the “w;” in the formula, which indicates that each of the squared
deviations is weighted by the study’s inverse variance. A large study that falls far
from the mean will have more impact on Q than would a small study in the same

location. An equivalent formula, useful for computations, is

k 2
k (Z Wi T, J
Q=> wT’—~—— (1.3)
it w,
=1

i

Since Q reflects the total variance, it must now be broken down into its
component parts. If the only source of variance was within-study error, then the
expected value of Q would be the degrees of freedom (df) for the meta-analysis
where
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df = (Number Studies)—1
This allows us to compute the between-studies variance, 7%, as
Q-df .
— ifQ>df
2 C
0 if Q < df

where

C=>w, —%V‘;’i

The numerator, Q - df, is the excess (observed minus expected) variance. The
denominator, C, is a scaling factor that has to do with the fact that Q is a
weighted sum of squares. By applying this scaling factor we ensure that tau-
squared is in the same metric as the variance within-studies.

In the running example,

101.833°

Q=53.208 -
256.667

j =12.8056

df =(6-1)=5

15522.222

C =256.667 —(
256.667

]:196.1905

-2 _12.8056-5

=0.0398
196.1905

Assigning weights under the random effects model

In the fixed effect analysis each study was weighted by the inverse of its

variance. In the random effects analysis, too, each study will be weighted by the

inverse of its variance. The difference is that the variance now includes the

original (within-studies) variance plus the between-studies variance, tau-squared.

Note the correspondence between the formulas here and those in the previous
chapter. We use the same notations, but add a (*) to represent the random

effects version. Concretely, under the random effects model the weight assigned

to each study is
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wo=— 1.7)

where v* is the within-study variance for study (/) plus the between-studies
variance, tau-squared. That is,

vV, =V, +1°.

The weighted mean (T, *) is then computed as

2w,

I*=£ : (1.8)
W
i=1
that is, the sum of the products (effect size multiplied by weight) divided by the
sum of the weights.
The variance of the combined effect is defined as the reciprocal of the sum of the
weights, or
‘ 1
Vo= (1.9
W
i=1
and the standard error of the combined effect is then the square root of the
variance,
SE(T.*)= v, * (1.10)
The 95% confidence interval for the combined effect would be computed as
Lower Limit* =T, * —1.96 * SE(T,*) (1.11)
Upper Limit* =T, * +1.96 * SE(T,*) (1.12)
Finally, if one were so inclined, the Z-value could be computed using
7-_L. (1.13)
SE(T.%)
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The one-tailed p-value (assuming an effect in the hypothesized direction) is given
by

p =1-0(Z')
and the two-tailed p-value by

P :2[1—cb(|z* |)}

where ®(2) is the standard normal cumulative distribution function.

lllustrative example

The following figure is based on the same studies we used for the fixed effect
example.

Impact of Intervention - Random effects

Study name Statistics for each study Hedges's g and 95% CI
Hedges's Standard
o] error Variance
Carroll 0100 0173 0.0320 ——
Grant 0.300 0173 0.020 i
Pecl 0.350 0.224 0.050 i
Donat 0650 0.100 0.010 —1—
Stewart 0450 0224 0.020 ——
Young 0.150 0141 0.020 ——
0.344 0.107  0.011 i

-1.00 0.80 0.00 0.50 1.00

Favours Control Favours Intervention

Meta Analysis

Note the differences from the fixed effect model.

e The weights are more balanced. The boxes for the large studies such as
Donat have decreased in area while those for the small studies such as
Peck have increase in area.

e The combined effect has moved toward the left, from 0.40 to 0.34. This
reflects the fact that the impact of Donat (on the right) has been reduced.

¢ The confidence interval for the combined effect has increased in width.
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In the running example the weight for the Carroll study would be computed as

~ 1 1

) - ~14.330
(0.030+0.040)  (0.070)

and so on for the other studies. Then,

7 _ 30207
" T 87.747

=0.3442

. ]
87.747

=0.0114

SE(T.*)=+/0.0114 = 0.1068
Lower Limit* = 0.3442 —1.96 *0.1068 = 0.1350
Upper Limit* = 0.3968 +1.96 * 0.1068 = 0.5535

o+ 0.3442

= =3.2247
0.1068

P, =1-d(3.2247) = 0.0006
Pyr =|1-(®(ABS(3.2247))) |*2=0.0013

These formulas are incorporated in the following spreadsheet
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A B c
y (1) Data
2 |Study ES  Variance
3 | Carroll 0.10 0.03
4 | Grant 0.30 0.03
5 |Peck 0.35 0.05
6 Donat 0.65 0.1
7 |Stewart 0.45 0.05
8 Young 0.15 0.02
9 Sum
10
1|
12
13
14
15
16
17
18
19

D E E th H
(2) Fixed Effect (4) Compute Tau”2
Variance
Within WT ES*WT | ESA2*"WT  WT"2
0.030 33333 3.333 0.333] 1111411
0.030  33.333 10.000 3.000 1111.1M
0.050  20.000 7.000 2450  400.000
0.010 100.000 65.000 42250 10000.000
0.050  20.000 5.000 4.050  400.000
0.020  50.000 7.500 1.125 2500.000
256.667  101.833 53.208 165522222
{3) Fixed Effect {5) Compute Tau*2
Effect size 0.3968] Q 12.8056
Variance 0.0039| df 5.0000
Standard error 0.0624] MNumerato 7.8056
95% Lower limit 0.2744] C 196.1905
95% Upper limit 0.5191] Tau-sg 0.0398
Zvalue 6.3563
p-value (1-tailed) 0.0000
p-value (2-tailed) 0.0000

Within
0.030
0.030
0.050
0.010
0.050
0.020

J

K

L

(6) Random effects

Variance Wariance Wariance

Between
0.040
0.040
0.040
0.040
0.040
0.040

Total WT ESWT
0.070 14330 1.433
0.070 14330 4299
0.090 11.138 3898
0050 20086 13.056
0.090 11138 5012
0.060 16.726 2509

B7.7AT 30207

{7} Random Effects

Effect size 0.3442
Variance 0.0114
Standard error 0.1068
95% Lower limit 0.1350
95% Upper limit 05535
Zvalue 3.2247
p-value (1-tailed) 0.0006
p-value (2-tailed) 0.0013

This spreadsheet builds on the spreadsheet for a fixed effect analysis. Columns
A-F are identical to those in that spreadsheet. Here, we add columns for tau-
squared (columns G-H) and random effects analysis (columns |-M).

Note that the formulas for fixed effect and random effects analyses are identical,
the only difference being the definition of the variance. For the fixed effect
analysis the variance (Column D) is defined as the variance within-studies (for
example D3=$C3). For the random effects analysis the variance is defined as

the variance within-studies plus the variance between-studies (for example,

K3=13+J3).
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Column (Cell)

Label Content

Excel Formula*

See formula

(Section 1) Effect size and weights for each study

A Study name Entered

B Effect size Entered

C Variance Entered

(Section 2) Compute fixed effect WT and WT*ES for each study

D Variance within study | =$C3

E Weight =1/D3 (0.2)
F ES*WT =$B3*E3

Sum the columns

E9 Sum of WT =SUM(E3:E8)

F9 Sum of WT*ES =SUM(F3:F8)

(Section 3) Compute combined effect and related statistics for fixed effect model

F13 Effect size =F9/E9 (0.3)
F14 Variance =1/E9 (0.4)
F15 Standard error =SQRT(F14) (0.5)
F16 95% lower limit =F13-1.96*F15 (0.6)
F17 95% upper limit =F13+1.96*F15 (0.7)
F18 Z-value =F13/F15 (0.8)
F19 p-value (1-tailed) =(1-(NORMDIST((F18),0,1,TRUE))) (0.9)
F20 p-value (2-tailed) =(1-(NORMDIST(ABS(F18),0,1, TRUE)))*2 (0.10)
(Section 4) Compute values needed for tau-squared

G3 ESA2*WT =B3"2*E3

H3 WTA2 =E3"2

Sum the columns

G9 Sum of ES"2*WT =SUM(G3:G8)

H9 Sum of WTA2 =SUM(H3:H8)

(Section 5) Compute tau-squared

H13 Q =G9-F9"2/E9 (1.3)
H14 Df =COUNT(B3:B8)-1 (1.4)
H15 Numerator =MAX(H13-H14,0)

H16 C =E9-H9/E9 (1.6)
H17 tau-sq =H15/H16 (1.5)
(Section 6) Compute random effects WT and WT*ES for each study

13 Variance within =$C3

J3 Variance between =$H$17

K3 Variance total =13+J3

L3 WT =1/K3 (1.7)
M3 ES*WT =$B3*L3

Sum the columns

L9 Sum of WT =SUM(L3:L8)

M9 Sum of ES*WT =SUM(M3:M8)

(Section 7) Compute combined effect and related statistics for random effects model

M13 Effect size =M9/L9 (1.8)
M14 Variance =1/L9 (1.9)
M15 Standard error =SQRT(M14) (1.10)
M16 95% lower limit =M13-1.96*M15 (1.11)
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M17 95% upper limit =M13+1.96*M15 (1.12)
M18 Z-value =M13/M15 (1.13)
M19 p-value (1-tailed) =(1-(NORMDIST((M18),0,1, TRUE))) (1.14)
M20 p-value (2-tailed) =(1-(NORMDIST(ABS(M18),0,1, TRUE)))*2 (1.15)
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Fixed effect vs. random effects models

In the previous two chapters we outlined the two basic approaches to meta-
analysis — the Fixed effect model and the Random effects model. This chapter
will discuss the differences between the two.

The concept

The fixed effect and random effects models represent two conceptually different
approaches.

Fixed effect

The fixed effect model assumes that all studies in the meta-analysis share a
common true effect size. Put another way, all factors which could influence the
effect size are the same in all the study populations, and therefore the effect size
is the same in all the study populations. It follows that the observed effect size
varies from one study to the next only because of the random error inherent in
each study.

Random effects

By contrast, the random effects model assumes that the studies were drawn from
populations that differ from each other in ways that could impact on the treatment
effect. For example, the intensity of the intervention or the age of the subjects
may have varied from one study to the next. It follows that the effect size will
vary from one study to the next for two reasons. The first is random error within
studies, as in the fixed effect model. The second is true variation in effect size
from one study to the next.

Definition of a combined effect

The meaning of the “combined effect” is different for fixed effect vs. random
effects analyses.

Fixed effect

Under the fixed effect model there is one true effect size. It follows that the
combined effect is our estimate of this value.

Random effects
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Under the random effects model there is not one true effect size, but a
distribution of effect sizes. It follows that the combined estimate is not an
estimate of one value, but rather is meant to be the average of a distribution of
values.

Computing the combined effect

These differences in the definition of the combined effect lead to differences in
the way the combined effect is computed.

Fixed effect

Under the fixed effect model we assume that the true effect size for all studies is
identical, and the only reason the effect size varies between studies is random
error. Therefore, when assigning weights to the different studies we can largely
ignore the information in the smaller studies since we have better information
about the same effect size in the larger studies.

Random effects

By contrast, under the random effects model the goal is not to estimate one true
effect, but to estimate the mean of a distribution of effects. Since each study
provides information about an effect size in a different population, we want to be
sure that all the populations captured by the various studies are represented in
the combined estimate.

This means that we cannot discount a small study by giving it a very small weight
(the way we would in a fixed effect analysis). The estimate provided by that
study may be imprecise, but it is information about a population that no other
study has captured. By the same logic we cannot give too much weight to a very
large study (the way we might in a fixed effect analysis). Our goal is to estimate
the effects in a range of populations, and we do not want that overall estimate to
be overly influenced by any one population.

Extreme effect size in large study

How will the selection of a model influence the overall effect size? Consider the
case where there is an extreme effect in a large study. Here, we have five small
studies (Studies A-E, with 100 subjects per study) and one large study (Study F,
with 1000 subjects). The confidence interval for each of the studies A-E is wide,
reflecting relatively poor precision, while the confidence interval for Study F is
narrow, indicating greater precision. In this example the small studies all have
relatively large effects (in the range of 0.40 to 0.80) while the large study has a
relatively small effect (0.20).
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Fixed effect

Under the fixed effect model these studies are all estimating the same effect size,
and the large study (F) provides a more precise estimate of this effect size.
Therefore, this study is assigned 68% of the weight in the combined effect, with
each of the remaining studies being assigned about 6% of the weight (see the
column labeled “Relative weight” under fixed effects.

Comprehensive meta analysis - [Analysis]

File Edit Format Wew Computational options Analyses Help
4= Data entry 3+ Mext table 3} High re=alution plot % Select by ... | -+ Effect measure: Std diff in means - lz‘ l:‘ EE TT 3- E :E i @
tadel Study name Statiztics for each study Std diff in means and 95% Cl wieight [Fixed) ‘weight [F andom)
Std diffin | Standard g . . .
e s Wariance -1.00 -0.50 0.00 0.50 1.00 Fielative weight Fielative weight
A 0.700 0.206 0.042 641 153210
B 0.400 n.202 0.041 BE7 | 1555 1
= 0.600 0.204 0.042 10 | 1541 1
8] 0.800 0.208 0.043 630 152210
E 0.750 0.207 0.043 6361 1527 11
F 0.200 0.063 0.004 pr— £7.73 I 22220
Fixed 0.344 0.052 0.003 —
R andam 0.545 0131 0.017 —

Because Study F is assigned so much of the weight it “pulls” the combined
estimate toward itself. Study F had a smaller effect than the other studies and so
it pulls the combined estimate toward the left. On the graph, note the point
estimate for the large study (Study F, with d=.2), and how it has “pulled” the fixed
effect estimate down to 0.34 (see the shaded row marked “Fixed” at the bottom
of the plot).

Random effects

By contrast, under the random effects model these studies are drawn from a
range of populations in which the effect size varies and our goal is to summarize
this range of effects. Each study is estimating an effect size for its unique
population, and so each must be given appropriate weight in the analysis. Now,
Study F is assigned only 23% of the weight (rather than 68%), and each of the
small studies is given about 15% of the weight (rather than 6%) (see the column
labeled “Relative weights” under random effects).

What happens to our estimate of the combined effect when we weight the studies
this way? The overall effect is still being pulled by the large study, but not as
much as before. In the plot, the bottom two lines reflect the fixed effect and
random effect estimates, respectively. Compare the point estimate for “Random”
(the last line) with the one for “Fixed” just above it. The overall effect is now 0.55
(which is much closer to the range of the small studies) rather than 0.34 (as it
was for the fixed effect model). The impact of the large study is now less
pronounced.
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Extreme effect size in small study

Now, let’s consider the reverse situation: The effect sizes for each study are the
same as in the prior example, but this time the first 5 studies are large while the
sixth study is small. Concretely, we have five large studies (A-E, with 1000
subjects per study) and one small study (F, with 100 subjects). On the graphic,
the confidence intervals for studies A-E are each relatively narrow, indicating
high precision, while that for Study F is relatively wide, indicating less precision.
The large studies all have relatively large effects (in the range of 0.40 to 0.80)
while the small study has a relatively small effect (0.20).

Fixed effect

Under the fixed effect model the large studies (A-E) are each assigned about
20% of the weight, while the small study (F) is assigned only about 2% of the
weight (see column labeled “Relative weights” under Fixed effect). This follows
from the logic of the fixed effect model. The larger studies provide a good
estimate of the common effect, and the small study offers a less reliable estimate
of that same effect, so it is assigned a small (in this case trivial) weight. With
only 2% of the weight, Study F has little impact on the combined value, which is
computed as 0.64.

Comprehensive meta analysis - [Analysis]

File Edit Format Wiew Computational options Analyses Help

+ Data entry ¥ MNext table 'H—}— High resolution plat % Select by ... | =& Effect measure: Std diff in means - lz‘ l:‘ EE TT :*f- E :E i3 @
Model Study name Statiztics for each study Std diff in means and 95% C ‘wheight [Fixed] ‘wheight (R andom)
Sddifin | Standard |y e | .00 050 0.00 050 1.00 Relative weight Relative weight
A 0.700 0.065 0.004 — 15.47 1235
B 0.400 0.064 0.004 — 2026 1845 N
(5 0.600 0.065 0.004 T— 1977 I 18.40
D 0.800 0.05E 0.004 — 151 1231
E 0.750 0.065 0.004 — 153 183
F 0.200 0200 0.040 _ 20610 315 Il
Fixed 0638 0.029 0.001 ==
Randaom 0613 0.073 0.005 T

Random effects

By contrast, under the random effects model each study is estimating an effect
size for its unique population, and so each must be assigned appropriate weight
in the analysis. As shown in the column “Relative weights” under random effects
each of the large studies (A-E) is now assigned about 18% of the weight (rather
than 20%) while the small study (F) receives 8% of the weight (rather than 2%).
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What happens to our estimate of the combined effect when we weight the studies
this way? Where the small study has almost no impact under the fixed effect
model, it now has a substantially larger impact. Concretely, it gets 8% of the
weight, which is nearly half the weight assigned to any of the larger studies
(18%).

The small study therefore has more of an impact now than it did under the fixed
effect model. Where it was assigned only 2% of the weight before, it is now
assigned 8% of the weight. This is 50% of the weight assigned to studies A-E,
and as such is no longer a trivial amount. Compare the two lines labeled “Fixed”
and “Random” at the bottom of the plot. The overall effect is now 0.61, which is
.03 points closer to study F than it had been under the fixed effect model (0.64).

Summary

The operating premise, as illustrated in these examples, is that the relative
weights assigned under random effects will be more balanced than those
assigned under fixed effects. As we move from fixed effect to random effects,
extreme studies will lose influence if they are large, and will gain influence if they
are small.

In these two examples we included a single study with an extreme size and an
extreme effect, to highlight the difference between the two weighting schemes.
In most analyses, of course, there will be a range of sample sizes within studies
and the larger (or smaller) studies could fall anywhere in this range.
Nevertheless, the same principle will hold.

Confidence interval width

Above, we considered the impact of the model (fixed vs. random effects) on the
combined effect size. Now, let’s consider the impact on the width of the
confidence interval.

Recall that the fixed effect model defines “variance” as the variance within a
study, while the random effects model defines it as variance within a study plus
variance between studies. To understand how this difference will affect the width
of the confidence interval, let's consider what would happen if all studies in the
meta-analysis were of infinite size, which means that the within-study error is
effectively zero.

Fixed effect

Since we've started with the assumption that all variation is due to random error,
and this error has now been removed, it follows that

e The observed effects would all be identical.
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e The combined effect would be exactly the same as each of the individual
studies.

e The width of the confidence interval for the combined effect would
approach zero.

All of these points can be seen in the figure. In particular, note that the diamond

representing the combined effect has a width of zero, since the width of the
confidence interval is zero.

Fixed effect model with huge N

Study name Std diff in means and 95% CI

Std diff Standard
in means  error

A 0.400 0.001 I
B 0.400 0.001 I
C 0.400 0.001 I
D 0.400 0.001 I
E 0.400 0.001 I

0.400 0.000 !

-1.00 -0.50 0.00 0.50 1.00
Favours A Favours B

Meta Analysis

Generally, we are concerned with the precision of the combined effect rather
than the precision of the individual studies. For this purpose it doesn’t matter
whether the sample is concentrated in one study or dispersed among many
studies. In either case, as the total N approaches infinity the errors will cancel
out and the standard error will approach zero.

Random effects
Under the random effects model the effect size for each study would still be
known precisely. However, the effects would not line up in a row since the true

treatment effect is assumed to vary from one study to the next. It follows that —

e The within-study error would approach zero, and the width of the
confidence interval for each study would approach zero.
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e Since the studies are all drawn from different populations, even though the
effects are now being estimated without error, the observed effects would
not be identical to each other.

e The width of the confidence interval for the combined effect would not
approach zero unless the number of studies approached infinity.

Generally, we are concerned with the precision of the combined effect rather
than the precision of the individual studies. Under the random effects model we
need an infinite number of studies in order for the standard error in estimating p
to approach zero. In our example we know the value of the five effects precisely,
but these are only a random sample of all possible effects, and so there remains
substantial error in our estimate of the mean effect.

Note. While the distribution of the 6; about u represents_a real distribution of
effect sizes, we nevertheless refer to this as “error” since it introduces error into
our estimate of the mean effect. If the studies that we do observe tend to cluster
closely together and/or our meta-analysis includes a large number of studies, this
source of error will tend to be small. If the studies that we do observe show
much dispersion and/or we have only a small sample of studies, then this source
of error will tend to be large.

Random effects model with huge N

Study name Std diff in means and 95% CI

Std diff Standard
in means  error

A 0.400 0.001 I
B 0.450 0.001 I
C 0.350 0.001 I
D 0.450 0.001 I
E 0.350 0.001 I

0.400 0.022 0

-1.00 -0.50 0.00 0.50 1.00
Favours A Favours B

Meta Analysis
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Summary

Since the variation under random effects incorporates the same error as fixed
effects plus an additional component, it cannot be less than the variation under
the fixed effect model. As long as the between-studies variation is non-zero, the
variance, standard error, and confidence interval will always be larger under
random effects.

The standard error of the combined effect in both models is inversely proportional
to the number of studies. Therefore, in both models, the width of the confidence
interval tends toward zero as the number of studies increases. In the case of the
fixed effect model the standard error and the width of the confidence interval can
tend toward zero even with a finite number of studies if any of the studies is
sufficiently large. By contrast, for the random effects model, the confidence
interval can tend toward zero only with an infinite number of studies (unless the
between-study variation is zero).

Which model should we use?

The selection of a computational model should be based on the nature of the
studies and our goals.

Fixed effect

The fixed effect model makes sense if (a) there is reason to believe that all the
studies are functionally identical, and (b) our goal is to compute the common
effect size, which would then be generalized to other examples of this same
population.

For example, assume that a drug company has run five studies to assess the
effect of a drug. All studies recruited patients in the same way, used the same
researchers, dose, and so on, so all are expected to have the identical effect (as
though this were one large study, conducted with a series of cohorts). Also, the
regulatory agency wants to see if the drug works in this one population. In this
example, a fixed effect model makes sense.

Random effects

By contrast, when the researcher is accumulating data from a series of studies
that had been performed by other people, it would be unlikely that all the studies
were functionally equivalent. Typically, the subjects or interventions in these
studies would have differed in ways that would have impacted on the results, and
therefore we should not assume a common effect size. Therefore, in these
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cases the random effects model is more easily justified than the fixed effect
model.

Additionally, the goal of this analysis is usually to generalize to a range of
populations. Therefore, if one did make the argument that all the studies used an
identical, narrowly defined population, then it would not be possible to extrapolate
from this population to others, and the utility of the analysis would be limited.

Note
If the number of studies is very small, then it may be impossible to estimate the
between-studies variance (tau-squared) with any precision. In this case, the

fixed effect model may be the only viable option. In effect, we would then be
treating the included studies as the only studies of interest.

Mistakes to avoid in selecting a model

Some have adopted the practice of starting with the fixed effect model and then
moving to a random effects model if Q is statistically significant. This practice
should be discouraged for the following reasons.

e If the logic of the analysis says that the study effect sizes have been
sampled from a distribution of effect sizes then the random effects
formula, which reflects this idea, is the logical one to use.

e |If the actual dispersion turns out to be trivial (that is, less than expected
under the hypothesis of homogeneity), then the random effects model will
reduce to the fixed effect model. Therefore, there is no “cost” to using the
random effects model in this case.

¢ |If the actual dispersion turns out to be non-trivial, then this dispersion
should be incorporated in the analysis, which the random effects model
does, and the fixed effect model does not. That the Q statistic meets or
does not meet a criterion for significance is simply not relevant.

The last statement above would be true even if the Q test did a good job of
identifying dispersion. In fact, though, if the number of studies is small and the
within-studies variance is large, the test based on the Q statistic may have low
power even if the between-study variance is substantial. In this case, using the
Q test as a criterion for selecting the model is problematic not only from a
conceptual perspective, but could also lead to the use of a fixed effect analysis in
cases with substantial dispersion.
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COMPREHENSIVE
META-ANALYSIS

A computer program for meta-analysis

Version 2

Example 1 — Binary (2x2) Data

This appendix shows how to use Comprehensive Meta-Analysis (CMA) to
perform a meta-analysis for odds ratios using fixed and random effects models.

To download a free trial copy of CMA go to www.Meta-Analysis.com
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Start the program and enter the data

- Start CMA

The program shows this dialog box.

= Welcome

WwWhat would you like to do?

Eheet using a template
Open an exizting file

Impart data from another program

¥ Show thiz dialog when | start the pragram

o o |

- Select START A BLANK SPREADSHEET
- Click OK
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The program displays this screen.

Comprehensive meta analysis - [Data]

File Edit Format Wiew Insert Identify Tools Computational options Analyses Help
Funanayses & % D @ M & % @ 2 === B % -

A B C D E F G H

Do |00 | o0 e R —

-

Insert column for study names

- Click INSERT > COLUMN FOR > STUDY NAMES

Comprehensive meta analysis - IDatal

File Edit Format JfEw | Insert Identify Tools Computational options Analyses Help

h o F, -
Run analyzes —+ [N Selumn Far ... Study nameg 4, 1
b
A B v| Blank column e TSIy .

Copy of selected column Compatisan nammes

l:l Outcome names
¥— Blank row ) )

Tirme point names
*— Elank rows
Copy of selected row(s) 3 Effect siee data
= Moderstor variable

Y= study T

[T = A= S A S R S

The program has added a column for Study names.

Comprehensive meta analysis - [Data]

Eile Edit Format Wiew Insert Identify Tools Computational options Analyses Help

R =HEE S b BB E =S A

\ Study name ) B C ) E F G

=== e N T S

—
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Insert columns for the effect size data

Since CMA will accept data in more than 100 formats, you need to tell the
program what format you want to use.

You do have the option to use a different format for each study, but for now we’ll
start with one format.

- Click INSERT > COLUMN FOR > EFFECT SIZE DATA

Comprehensive meta analvsic - INata]

Wiew | Insert Identify Tools ComputMgnal options Analyses Help

Study names |t0-8 H -2+ D %J, El_ @
Subgroups within study

Filz Edit Formal
- -
Fun analyses —» NS [ 111 ESEE Y e

Study name Comparisan names G H ! d

Copy of selected column

Cubcome names
Blank row .

Blank rows

E=| Effect size data
Moderatar varisble ]

.
'=

Copy af selected row(d

'S study

== e A= RS R N

The program shows this dialog box.

X

w| Insert columns for effect size data

Welcome

If pou have already computed the effect size [such az the
standardized mean difference or the Log odds ratio) for
each study, you may enter this information directl.

Or, you may provide summary data [zuch as the number of
events o the means and standard deviations), and the
program will compute the effect size automatically.

Usze this wizard to specify the type of data you plan to
enter, and the program will create the required columns.

The program allows you ta enter effect zize data in mare

than one format. Yiou will create one set of effect size
columns now, and may add additional sets at any time.

Show common formats only

* Show all 100 formats

Tell me more | Cancel

- Click NEXT
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The dialog box lists four sets of effect sizes.

X

w| Insert columns for effect size data

Types of studies included

On this panel, select the twpe of studies to be included in
this meta analysiz. This controls the types of data entry
optionz to be dizplayed on the next panel.

If unsure, select the first option, which iz appropriate for
mogt analyzes. vou will be able to retum to thiz panel and
change the selection.

+ Comparnizon of wo groups, time-paints,
or exposures [includes corelations)

in one aroup at one time-poink

Generic point estimates

Generic point estimates, log scale

P
| Tell me more | Cancel | < Eack(l Mewt > |> |
\_/
- Select COMPARISON OF TWO GROUPS, TIME-POINTS, OR EXPOSURES (INCLUDES
CORRELATIONS)

- Click NEXT
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The program displays this dialog box.

£

&, [nsert columns for effect size data

Click on the icons to select the data entry format

A
Q Cormelation
Q Fates [events by person years]
Q Survival [time to event)
v

Cirill dowen in the listing to select a data entry farmat.

| Tell me mare | Cancel < Back

—> Drill down to
- DicHoTOMOUS (NUMBER OF EVENTS)
- UNMATCHED GROUPS, PROSPECTIVE (E.G. CONTROLLED TRIALS, COHORT
STUDIES)
—> EVENTS AND SAMPLE SIZE IN EACH GROUP

- Click FINISH
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w. |nsert columns for effect size data E

Click on the icons to select the data entry format

A
@ Two groups ar comnelation
m Dichaotomausz [number of events
ed groups, prozpective [2.g., controlled trials, cohaort studh
=] Events and sanple size in each group |
=] Maon-ewents and sample zize in each group
= 1 b qrous
a Ewert rate and zample size in each group
a Chi-zquared and tatal sample size
@ atched groups, prospective (e.g., crossaver trials or pre-post dasigns)
@ Uwnrmnatched groups, retrospective (.., caze contral studies)
@ Computed effect sizes
@ Continuous [means)
@ Correlation
@ Rates [events by pereon years)
@ Survival [time to event]
v
“r'ou have selected Events and sample size in each group
Click 'Finizh' to create the columns
T —

Tell me mare Cancel < Back

D
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The program will return to the main data-entry screen.

The program displays a dialog box that you can use to name the groups.

. Group names

Group names for cohort or prospective studies
Mame for first group [e.q.. Treated] Treated
Mame for zecond group [e.g.. Contral] Contral

Binary outcome in cohort or prozpective studies

Mame for events [e.g., Dead) Died
Mame for non-events [e.q.. Alive] Alive

Cancel | Apply ( Ok )

- Enter the names TREATED and CONTROL for the group
- Enter DIED and ALIVE for the outcome
- Click OK
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The program displays the columns needed for the selected format (Treated Died,
Treated Total N, Control Died, Control Total N).

You will enter data into the white columns (at left). The program will compute the
effect size for each study and display that effect size in the yellow columns (at
right).

Since you elected to enter events and sample size, the program initially displays
columns for the odds ratio and the log odds ratio. You can add other indices as
well.

Comprehensive meta analysis - [C:\Documents and SettingsiMic hae\Desktop'\Book\Chapter on Fixed vs randor

File Edit Format Wiew Insert Idenkify Tools Computational options Analvses Help

R I —+ = I LN L e N e Al 2 B
un analyses “ 0= | - = \(D £l %l Q

Study name < Tgizt;d ;Eaatlef\? EB?;:;I % Odds ratio Leg eekls StdEmn Varia?) J

ratio /
[ ——

e L R T R o
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Enter the data

- Enter the events and total N for each group as shown here

Comprehensive meta analysis - [C:\Documents and Settir

File Edit Format wiew Insert Identify Tools Computational options

Run analyses —+ S Dlﬁ;n % clu% E % r—

Study name

1| Madizon
2 Mioyer

3| Goldman
4| Graham
5| Manning

Treated
Diied
a
20

12
a0

Treated Control
Total M Died
100 12
280 24
100 14
100 16
1000 200

Contral
Total M

100
250
100
100
1000

B

The program will automatically compute the effects as shown here in the yellow
columns.

Comprehensive meta analysis - [C:\Documents and SettingsiMichae \Desktop\BookiChapter on Fixed vs rd

File Edit Format Wiew Insert Identify Tools Computational options Analyses Help
Runanslyses =+ %% [ ﬁ’, H & 4 B Z2 =" ELN ey - |:| @l 2
Study name Tgiltded .-rl-:;:tlerf CB?;TI -Ir:gp;lrﬂ Odds ratio Lorga?igdS Std Emr Wariance J
1| Madizon g 100 12 100 35 -0.450 0480 !
2| Moyer 20 250 24 250 0.9 RIx [ 0.100
3| Goldman a 100 14 100 0.534 -0.627 0468 0.219
4| Graham 12 100 16 100 0716 -0.334 0411 0169
5| Manning a0 1000 200 1000 0348 -1.056 0141 0.020
B
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Show details for the computations

- Double click on the value 0.638

Comprehensive meta analysis - [C:\Documents and SettingsiMichae \DesktopiBook M hapter on Fixed vs

Eile Edit Format Yiew Insert Identify Tools Computational options Analyses Help

Runsnalyses + 2 D@ EH & ¥ BER E'-'="E 8 9w8 -4 2>+ [] 4

Study name T'gf:gd -ll-r;:tler,? ES?;LIDI _II_:Stn;Irﬂ ] + LDEaﬁnddS StdEn Wariance J

1| Madizon a 100 12 100 > -0.450 0.480 023
2| Moyer 20 250 24 250 : -0.200 037 0100
3| Goldman a 100 14 100 0.534 -0.627 0468 02119
4| Graham 12 100 16 100 0716 -0.334 0411 0169
5| Manning an 1000 200 1000 0.348 -1.086 014 0.0z0
E

7

The program shows how this value was computed.

% Data entry assistant

Diata entry

wihere cells are given az

A = Treated Died

B = Treated Total M - Treated Died
C = Control Died

[ = Control Total M- - Cantrol Died

A=8
B=100-8=32
C=12
D =100-12 =88

LogOddsRatio = Log([s * D) /(B = C])
LogOddsVarance =1 /A4 +1/B+1/C+1/D)
LogQddsSE = SqifloglddsVariance)

OddsR atio = ExplLog0ddsR atia)

LogOddsRatio = Log([3 * 88) / (92 ¥ 12]1 = -0.450

LogOddsY ariance = [1/8 + 143 12 +1/88) =021
LogOdds5E = Sqr(0. 2347 = 0.480
OddsF atio = Expl-0.450) = 0.638 hd

< Home »
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Set the default index

At this point, the program has displayed the odds ratio and the log odds ratio,
which we’ll be using in this example.

You have the option of adding additional indices, and/or specifying which index
should be used as the “Default” index when you run the analysis.

- Right-click on any of the yellow columns
- Select CUSTOMIZE COMPUTED EFFECT SIZE DISPLAY

Comprehensive meta analysis - [C:\Documents and Settings\Michael\Desktop\BookiChapter on Fixed vs random effects\Madison Binary.cma] g@g|
File Edit Format “iew Insert Identify Tools Computational options Analyses Help
Runanalyses + %a D 2 @ | &) & B2 @ &L SN -2+ L8R W
Study name T“S?Etgd Eﬁzﬁ? C[D)Tat:jal Ttg& Odds ratio }rgaﬁndds StdEm Wariance J K L M M u} -
1) Madizon 2 100 12 10 paxct] -0.450 0480 0.z
2| Moyer an 250 24 250 0.818 -0.200 0317 0100
3| Goldman 2 L] 14 L] 0.534 BT 0,468 0218
4| Graham 12 L] 16 L] 0.718 0334 0411 0163
5| Manning a0 1000 200 1000 0.348 -1.056 ALY 0.0z20
5]
7 |
g &) sort sz
] Z
Sort Z-A
= i
11 Column properties
12 Data entry assistant
13 ¥ Formulas
15 Show all selected indices
16 [I [ Show anly the primary index
1; *3 Set primary index to Odds ratio
19 Customize computed effect size dis;{a';«'
e ——————————
20 i
bl
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The program displays this dialog box.

Effect size indices

Use the following az the primary index
| Odds ratio ﬂ

Dizplay columns for these indices

Odds ratio -~
Laog odds ratio

Peto odds ratio

Laog Peto adds ratia

FRizk ratio

Lag risk ratio

FRizk difference

Std diff in means

Hedges's g

Difference in means

Std Paired Difference

Correlation

Fisher's 2

Rate ratio

Lag rate ratio

Rate difference

Hazard ratio v

Joodoood0OrREROORR

v Alzo show standard emor

W Alzo show vanance

Shaw the primary index only

+ Show all selected indices

T

Cancel

- Check Risk ratio, Log risk ratio, Risk difference
- Click OK

Comprehensive meta analysis pcuments and Settings\Michael\Desktopi\BookiChapter on Fixed vs random effects\Madison Binary.cma]

File Edit Format “iew Insert Identify Tools Computational options Analyses Help

Runenavses + W D@ @ H & 8 2@ eE S L2 L8R W

Study name T“S?Etgd Eﬁzﬁ? C[D)Tat:jal TCSP;IION‘ Odds ratio LUrgaﬁnddS StdEm Wariance Risk. ratio Lorghnnsk StdEm Warance dlflz:zncs StdEm

1) Madizon 2 100 12 100 0.638 -0.450 0480 0.z 0667 -0.405 0434 0.188 -0.040 004z
2| Moyer an 250 24 250 0.818 -0.200 0317 0100 083z 0182 0zes 0.084 0016 0025
3| Goldman 2 L] 14 L] 0.534 BT 0,468 0218 0571 0,560 0.420 0178 -0.060 0.044
4| Graham 12 100 16 100 0.716 -0.334 04amn 0169 0.750 -0.288 0355 0126 -0.040 0.043
5| Manning a0 1000 200 1000 0.348 -1.056 0141 0.020 0.400 0916 0124 0.me 0120 0015
E
7
2
|

10

11

e The program has added columns for these indices
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Run the analysis

- Click RUN ANALYSES

Comprehensive meta analysis - [C:\Documents and Settings\Michael\Desktop\BookiChapter on Fixed vs random effects\Madison Binary.cma] EI[@[EI

File Edit FormatNyiew Insert Identify Tools Computational options Analyses Help
Funenalyses + B D FHEH & % B@R E'-"="S 885 -2+ 43®

%ﬂe st ILesed il (Bt Odds ratio e ks StdEm Wariance Risk. ratio Ln[glir‘ljk StdEm Warance

Died | ToN | Died | TotalM ratio diference | SHEN

1 Madison B 100 2 100 06| 0450 0,460 0.231 0667|0408 0.434 088 0040 0.042
2| Moper 20 20 2 20 oma| 0200 037 0,100 [ <<| IR 0789 0oss|  0ms 0025
3 Goldman 8 100 14 100 053|067 0.468 0219 0571|0580 0.420 0178 0080 0.044
4 Greham 12 100 16 100 o7ie| 03 0411 0,169 oms0| 0288 0.355 0128 0040 0.043
5| Marning @ 1000 0 1000 038 105 0141 0.020 0400|0316 0124 oms| 0120 0.015
6
7
8
3

10

4

The program displays this screen.

= The default effect size is the odds ratio
= The default model is fixed effect

Comprehensive meta analysis - [Analysis]

File Edit Format “iew Computstional options Analyses Help
4+ Data entry 13 Mext table :{»ngh rezolution plot ESele y ... | =+ Effect measure: Odds ratio - E D EE TT } E :E j @

Model Study name Statistics for each study %d a5% 0]
Odds ratio | Lower limit | Upper limit | 2-alue pialue 0.0 01a 1.00 10.00 100.00

Madison 0638 0.243 1634 0937 0343 —T
Maoyer 0.813 0.440 1524 0631 0528 —
Goldman 0534 0214 1.336 -1.340 n1sen —
Graham 0718 0320 1.602 0813 0416 —
Maniing 0.348 0.264 0458 7438 0.000 —+

Fixed 0.438 0.350 0,549 7162 0.000 ==

—
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The screen should look like this.

Comprehensive meta analysis - [Analysis]

File Edit Format “iew Computstional options Analyses Help

4+ Data entry 13 Mext table :{» High resalution plot % Select by ... | -+ Effect measure: Odels ratio - E D EE TT } E :E j @
Model Study name Statistics for each study Odds ratio and 95% CI
Odds ratio | Lower limit | Upper limit | 2-alue pialue 0.0 10.00 100.00
Madison 0638 0.243 1634 0937 0343
Maoyer 0.813 0.440 1524 0631 0528
Goldman 0534 0214 1.336 -1.340 n1sen

n3o0 Ty 0zl 046

Graham 0716
Manring 348 0.264 0.458 -7.498
Fiwed (\ 0.438 0.350 0.543 7152 0.000
e ——— —
—

We can immediately get a sense of the studies and the combined effect. For
example,

e All the effects fall below 1.0, in the range of 0.350 to 0.820. The treated
group did better than the control group in all studies

e Some studies are clearly more precise than others. The confidence
interval for Madison is substantially wider than the one for Manning, with
the other three studies falling somewhere in between

e The combined effect is 0.438 with a 95% confidence interval of 0.350 to
0.549
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Customize the screen

We want to hide the column for the z-value.

- Right-click on one of the “Statistics” columns
- Select CUSTOMIZE BASIC STATS

Comprehensive meta analysis - [Analysis]

File Edit Format Yiew Computational options Analyses Help
4 Dsta entry 13 Mext table } High resolution plot % Select by ... | 4 Effect measure: Odids ratio = E D EE TT :f,,- E :E j @
Model Study name Statistics for each study Odds ratio and 95% CI
Odds ratio | Lower limit | Upper limit | Z-alue pWalue 0.0 01a 1.00 10.00 100.00
Manining 0.348 0.264 0.458 7.4598 0.000 —
Goldman 0534 0214 1.336 -1.340 n1sn —
Madison 0638 0.243 1.634 0937 0343 —T
Graham 0718 0.320 1.602 DBITA] Sort Lo-Hi by 2-alue —
Moyer ns1s 0.440 1.524 0Bz —
Fized 0.438 0.350 0,543 P ==
== show/hide basic stats
Customize basic stats

- Assign check-marks as shown here
- Click OK

&, Customize display

Show Decimals  Alignment

~ Il caluranis in this block | ﬂ |

Lo

M Ofds ratio |t | |auto |
™ Sthndard ermor [aute =] |auto |
™ vgiance e -
¥ Lofver limit [aute =] |auto |
M Ugper limit laute =] |auto -
C ZJalue |aute | Jauto |
¥ gvalue [aute =] |auto |

T —

Cancel | Apply ( Ok )

Note — the standard error and variance are never displayed for the odds ratio.
They are displayed when the corresponding boxes are checked and Log odds
ratio is selected as the index.

d
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The program has hidden some of the columns, leaving us more room to work
with on the display.

Comprehensive meta analysis - [Analysis]

File Edit Format Yiew Computational options Analyses Help

+ Data entry 3 Next table Weled by .. | - Effect measure: Odds ratio SEICEETTIEE | &2 @

Model | Study name Statigtice for each study Odds ratio and 95% C|
Odds ratio | Lower imit | Lpper limit 010 1.00 10,00 100.00

Manrning —

Goldman B ” —

Madison 0638 0.243 1634 0.343 — T

Graham 0718 0.320 1.603 0416 —

Moyer ng1g 0.440 1.524 0.52a —H

Fixed 0438 0.350 0,549 0.000 ==

Display weights

- Click the tool for SHOW WEIGHTS

Comprehensive meta analysis - [Analysis]

File Edit Format “iew Computstional options Analyses Help
4+ Data entry 13 Mext table :{» High resalution plot % Select by ... | -+ Effect measure: Odels ratio - E D EE TT @ j @
N’
Model Study name Statistics for each study Odds ratio and 95% CI ‘wieight [Fixed)
Odds ratio | Lower limit | Upper limit palue 0.01 o010 1.00 10.00 100.00 Relative weight

Madizon 0638 0.243 1.634 0.343 —T 5771

oyer 0es 0.440 1.624 0628 —T 13241

Goldman 0534 0.214 1.336 0180 — [ A |

Graham 0716 0.320 1.603 0.416 — T 7871

Manning 0.348 0.264 0.458 0.000 — E7.05
Fixed 0438 0.350 0549 0.000 —+

The program now shows the relative weight assigned to each study for the fixed
effect analysis. By “relative weight” we mean the weights as a percentage of the
total weights, with all relative weights summing to 100%.

For example, Madison was assigned a relative weight of 5.77% while Manning
was assigned a relative weight of 67.05%.
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Compare the fixed effect and random effects models

- At the bottom of the screen, select BOTH MODELS

e The program shows the combined effect and confidence limits for both
fixed and random effects models

e The program shows weights for both the fixed effect and the random
effects models

Comprehensive meta analysis - [Analysis]

Fil= Edit Format Yiew Computational options Analyses Help

+ Data entry 13 Mext table - Hioh resalution piot | [Ehy Select by ... | =+ Effect measure: Odds ratio - IE‘ D EE TT *+ E F| % @
Model | Study name Statigtics for each study Odds ratio and 95% C| ‘wheight [Far
Odds ratio | Lower limit | Upper imit | pAalue 0o (A lI] 1.00 10.00 100.00 Relative weight Relative weight

Madison 0.638 0243 1.634 0.349 —1 5771 13690
Moyer ng1s 0.440 1.524 0528 — 132410 21670
Goldman 0534 0214 1.336 0180 — A | 141510
Graham 0718 0.320 1,602 0418 — 7871 1657 1
Maniring 0.264 3 0.000 67.05 I 33920

Fixed 0438 0.350 0543 0.000 ==

Random 0.545 0.354 0.838 0.006 ==

Fived  Farifom B

Basic stats Cumulative analpsis Calculations
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Impact of model on study weights

The Manning study, with a large sample size (N=1000 per group) is assigned
67% of the weight under the fixed effect model but only 34% of the weight under

the random effects model.

This follows from the logic of fixed and random effects models explained earlier.

Under the fixed effect model we assume that all studies are estimating the same
value and this study yields a better estimate than the others, so we take
advantage of that.

Under the random effects model we assume that each study is estimating a
unique effect. The Manning study yields a precise estimate of its population, but
that population is only one of many, and we don’t want it to dominate the
analysis. Therefore, we assign it 34% of the weight. This is more than the other
studies, but not the dominant weight that we gave it under fixed effects.

Comprehensive meta analysis - [Analysis]

Eile Edit Format Yiew Computational options Analyses Help

Fized
Randam

Madizon
hayer
Goldman
Graham
Manning

0638
0es
0534
0716
0.348
0438
0545

0.243
0.440
0.214
0.320
0.264
0.350
0.354

1.634
1.624
1.336
1.603
0458
0549
0.838

0.343
0628
0180
0.416
0.000
0.000
0.006

4+ Data entry 13 Mext table :{» High resalution plot % Select by ... | -+ Effect measure: Odels ratio - E D EE TT } E :E j @
Model Study name Statistics for each study Odds ratio and 95% CI ‘wieight [Fixed) ‘weight [Random|
Odds ratio | Lower limit | Upper limit palue 0.01 o010 1.00 10.00 100.00 Relative weight Relative weight
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Impact of model on the combined effect

As it happens, the Manning study has a powerful effect size (that is, an odds ratio
of 0.34), which represents a very substantial impact, roughly a 66% drop in risk.
Under the fixed effect model, where this study dominates the weights, it pulls the
effect size to the left to 0.44 (that is, to a more substantial benefit). Under the
random effects model, it still pulls the effect size to the left, but only to 0.55.

Comprehensive meta analysis - [Analysis]

Eile Edit Format Yiew Computational options Analyses Help
4+ Data entry 13 Mext table :{» High resalution plot % Select by ... | -+ Effect measure: Odels ratio - E D EE TT } E :E j @
Model Study name Statistics for each study Odds ratio and 95% CI ‘wieight [Fixed) ‘weight [Random|
Odds ratio | Lower limit | Upper limit palue 0.01 o010 1.00 10.00 100.00 Relative weight Relative weight

Madison 0628 0.243 1.634 0343 5771 13690
Moyer n.g1s 0.440 1.524 0528 132410 21670
Goldman 0534 0214 1.336 0180 AT | 141510
Graham 0718 0.3z0 1.602 0418 7871 1657 0
Manining 0.348 0.264 0.458 0.000 E7.05 I 3392

Fixed 0.438 0.350 0549 0.000

Random 0.545 0.354 0.838 0.006
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Impact of model on the confidence interval

Under fixed effect, we “set” the between-studies dispersion to zero. Therefore,
for the purpose of estimating the mean effect, the only source of uncertainty is
within-study error. With a combined total near 1500 subjects per group the
within-study error is small, so we have a precise estimate of the combined effect.
The confidence interval is relatively narrow, extending from 0.35 to 0.55.

Under random effects, dispersion between studies is considered a real source of
uncertainty. And, there is a lot of it. The fact that these five studies vary so much
one from the other tells us that the effect will vary depending on details that vary
randomly from study to study. If the persons who performed these studies
happened to use older subjects, or a shorter duration, for example, the effect size
would have changed.

While this dispersion is “real” in the sense that it is caused by real differences
among the studies, it nevertheless represents error if our goal is to estimate the
mean effect. For computational purposes, the variance due to between-study
differences is included in the error term. In our example we have only five
studies, and the effect sizes do vary. Therefore, our estimate of the mean effect
is not terribly precise, as reflected in the width of the confidence interval, 0.35 to
0.84, substantially wider than that for the fixed effect model.

Comprehensive meta analysis - [Analysis]

File Edit Format Yiew Computational options Analyses Help
+ Data entry 3 hlest table I+ High resolttion pist | [Ely Selectby .| -+ Effect measure: Hedges's o SEILEETTIRE F| 2 @
Model Study name Statistics for each study Hedges's g and 95% CI ‘Weight [Fixed) ‘Weight [Random|
Hedges's g St:’;‘[‘;‘?'d Variance palue -2.00 -1.00 0.00 1.00 2.00 Relative weight Relative weight

Madison 0538 0143 n.oz1 0.000 — [ | 1861 10
Moyer 0763 0140 n.0z0 0.000 EANN | 1890 0
Goldman 0431 0102 oo 0.000 — 132710 =l |
Graham 0.474 3 0.037 0014 — 374 14930
Manring 0.205 0.045 0.002 0.000 -+ 5913 Py |

Fixed 0.307 0.037 0.001 0.000 +

Random 0462 0112 ooz 0.000 ——
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What would happen if we eliminated Manning?

Manning was the largest study, and also the study with the most powerful (left-
most) effect size. To better understand the impact of this study under the two
models, let’'s see what would happen if we were to remove this study from the
analysis.

- Right-click on STUDY NAME
- Select SELECT BY STUDY NAME

Comprehensive meta analysis - [Analysis]

File Edit Format Yiew Computational options Analyses Help
+ Data entry +3 hlest table I High resoldtion piet | [y Selectby .. | 4+ Effect measure: Odds ratio SEBICIEETTIEE F| 2 @
— ==
MRzl Study name Statistics for each study Odds ratio and 95% CI Weight [Fixed) ‘Weight [Random]
Odds ratio | Lower limit | Upper limit palue 0.01 o010 1.00 10.00 100.00 Relative weight Relative weight
. 0343 —T 5771 13690
iy 052z — 13240 Rt |
g 0180 — S0 | 141510
0.416 — PR | 1657
0.000 —+ 67.05 I ekl |
Fived 0.000 —+
Flandom 0.006 ==

The program opens a dialog box with the names of all studies.

- Remove the check from Manning
- Click OK

B5d Camg rehensive meta analysis - [Analysis] - [=][x]

File Edit Format “iew Computstional options Analyses Help

4+ Data entry 13 Mext table :{» High resalution plot % Selectby ... | -+ Effect measure: Odids ratio e E D EE lT } E :E j @
Model Study name Statistics for each study Odds ratio and 95% CI ‘wheight [Fixed)] ‘weight [Random]
Odds & Solact by ... EJ 10,00 100.00 Relative weight Relative weight

Madizan 0j = 5771 1369 0
Mapir o Studies | Moderator 13201 75 W
Gildmah, 0 Include the following studies 608 14151
Graharn 0 7471 1657 0

- Manring g @ Goldman Select al 67.05 I keRry |

Random 0 b Graham Clear all

v r

< [ Manning
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The analysis now looks like this.

Comprehensive meta analysis - [Analysis]

Eile Edit Format Yiew Computational options Analyses Help
4 Data entry 13 Mext table :{— High resalution plot % Select by ... | == Effect measure: Odils ratio A E D EE TT :fp- E :E j @
Model | Study name Statigtics for each study Odds ratio and 95% C| ‘wieight [Fixed) ‘wheight [Flandom]
Odds ratio | Lower limit | Upper limit | palue 0.01 010 1.00 10.00 100.00 Relative weight Relative weight

Madison 0628 0.243 1.634 0343 —T 1751 1 1751 1
Moyer ng1s 0.440 1.524 0523 — LUREY | 4019 I
Goldman 0534 0214 1.336 0180 12410 1844
Graham 0718 0.3z0 1.602 0418 — kT | 238570

Fixed 0.702 0473 1.040 0.078 —

Random 0.702 0.473 1.040 n.org —

For both the fixed effect and random effects models, the combined effect is now
close to 0.70.

e Under fixed effects Manning had pulled the effect down to 0.44
e Under random effects Manning had pulled the effect down to 0.55
e Thus, this study had a substantial impact under either model, but more so

under fixed than random effects

- Right-click on STUDY NAME
- Add a check for Manning so the analysis again has five studies

File Edit Format Yiew Computastional options Analyses Help
+ Data entry 3 hlest table I+ High resoltion plet | [y Selectby .. | 4+ Effect measure: Odds ratio JEICIEETTIEE |2 @
Model Study name Statistics for each study Odds ratio and 95% CI ‘Weight [Fixed) ‘Weight [Random|
Odds ratio | Lower limit | Upper limit palue 0.0 010 1.00 10.00 100.00 Relative weight Relative weight
Madison 0638 0.243 = Select by ... 5771 13690
Muoyer ng1s 0.440 7 13240 21670
i Moderah
Goldman 0EM 024 e e g0zl 14151
Graha.m 0718 0320 Include the following studies 7871 1657
Manning 0.348 0.264 E7.05 jechory |
Fixed 0438 0350 . Select al
Randam 0545 0.354
Graham Clear all
Madison
Manting
ayer
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Additional statistics

- Click NEXT TABLE on the toolbar

Comprehensive meta analysis - [Analysis]

File Edit Format Yiew jonal options  Analyses Help
+ Data entry 3 hlest table High resolution piot | [y Selsctby .. | 4 Effect measure: Cidds ratio SEIEETTIEE FEll: @
Model Study name Statistics for each study Odds ratio and 95% CI ‘Weight [Fixed) ‘Weight [Random|
Odds ratio | Lower limit | Upper limit palue 0.m 010 1.00 10,00 100.00 Relative weight Relative weight

Madison 0628 0.243 1.634 0343 —T 5771 13690
Moyer ng1s 0.440 1.524 0523 — 13241 21670
Goldman 0534 0214 1.336 0180 — [ A | 1415 1
Graham 0718 0320 1,602 0418 — 7871 1657 1
Manning 0.348 0.264 0458 0.000 —+ 67.05 I 33920

Fixed 0438 0.350 0543 0.000 ==

Random 0.545 0.354 0838 0.008 ==

The program switches to this screen.

The program shows the point estimate and confidence interval. These are the
same values that had been shown on the forest plot.

Comprehensive meta analysis - [Analysis]

File Edt Format Yiew Computational options Analyses Help
+ Data entry 3 hest table I High resaltion pict | [y Setect + Etfect measure: Odlds ratio EILIEETIIEE Fl: @

S— ~
Model Effect size and 95% interval Test of null [2-T ail) Heterogeneity Tau-squared
Mumber Point Lower Upper Tau Standai
HModel Studies estimate Timit Timit Z-value  P-value O-value di[@) P-value |-squared Squared Error
( Fixed 5 0433 0.350 (0.543 -7.152 0.000 8.796 4 0.066 54.523 0123 01

% 5 0545 0354 0.838, 2761 0.006

e Under fixed effect the combined effect is 0.438 with 95% confidence
interval of 0.350 to 0.549

e Under random effects the combined effect is 0.545 with 95% confidence
interval of 0.354 to 0.838

www.Meta-Analysis.com © 2007 Borenstein, Hedges, Rothstein | 55



Test of the null hypothesis

Under the fixed effect model the null hypothesis is that the common effect is
zero. Under the random effects model the null hypothesis is that the mean of the
true effects is zero.

In either case, the null hypothesis is tested by the z-value, which is computed as
Log odds ratio/SE for the corresponding model.

To this point we've been displaying the odds ratio. The z-value is correct as
displayed (since it is always based on the log), but to understand the
computation we need to switch the display to show log values.

Select LOG 0DDS RATIO from the drop down box.

Comprehensive meta analysis - [Analysis]

File Edt Format Yiew Computational options Analyses Help
+ Data entry 3 hlest table I+ High resoldtion piet | [y Setect by, | 4+ Effect measure: Log odds retio FEICIEETTIERE F| 2t @

io / ~
5 " MH odds ratio . .
Model Effect size and 95% confid Test of null [2-T ail) Heterogeneity
Pebo odds ratio
- v
Number Point Standard m
Model Studies estimate ermor WYarianc IMH lag odds ratio lue  P-value Q-value dfF[Q) P-value I-squared
Log Peto oadds ratio
Fired 5 -0.825 0115 0013 Risk ratio 7162 0.000 8.796 4 0.066 54523
Fandom 5 -0.607 0.220 0.048 IH risk ratio 2761 0.006
Log risk ratio
MH log risk ratio
Risk difference

The screen should look like this.

Comprehensive meta analysis - [Analysis]

File Edt Format Yiew Computational options Analyses Help
+ Data entry 3 hlest table I+ High resoltion pist | [y Selectby .. | 4+ Effect measure: Log odds retio SEICIEETTIERE F| @ @
~
Model Effect size and 95% confidence interval Test of null [2-T ail) Heterogeneity
Mumber Point Standard Lower Upper
Model Studies estimate ermor WYariance limit Timit Z-value  P-value Q-value dfF[Q) P-value I-squared
Fixed 5 -0.825 0118 0.013 -1.081 -0.599 7182 0.000 8.798 4 0.08E 54523
Random 5 -0.B07 0.:zz0 0.048 -1.038 0178 -2.7E1 0.008

Note that all values are now in log units.

e The point estimate for the fixed effect and random effects models are now
-0.825 and -0.607, which are the natural logs of 0.438 and 0.545

e The program now displays the standard error and variance, which can be
displayed for the log odds ratio but not for the odds ratio
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For the fixed effect model

Z= —0.825 _ ~7.152
0.115
For the random effects model
Z" = —0.607 _ -2.761
0.220

With two-tailed p-values < 0.001 and 0.006 respectively.
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Test of the heterogeneity

Switch the display back to Odds ratio.

- Select ODDS RATIO from the drop-down box

File Edit Format Wiew Computational options Analyses Help
4= Dataentry 73 Mesd table :{»ngh resolution plot %Se\ec{ e =+ Effect measure: Odds ratio = IE‘ |:| EE TT :{- E _‘-E & @
k/M/ P
Model Effect cize and 95% interval iodeztslio Heterogeneity Tau-squared
Petn odds ratio
Number Point Lower Upper Log odds ratio Tau Standar
Model Studies estimate limit Timit MH log odds ratio Q-value df[@) P-value Il-squared Squared Error
Log Peto odds ratio
Fixed 5 0.438 0.350 0.543 Risk ratio 8.796 4 0.066 54.623 0123 01
R andom 5 0.545 0.354 0.83s MH risk ratio
Log risk ratio
MH log risk, ratio

Note, however, that the statistics addressed in this section are always computed
using log value, regardless of whether Odds ratio or Log odds ratio has been
selected as the index.

The null hypothesis for heterogeneity is that the studies share a common effect
size.

The statistics in this section address the question of whether the observed
dispersion among effects exceeds the amount that would be expected by
chance.

Comprehensive meta analysis - [Analysis]

File Edit Format “iew Computstional options Analyses Help

4+ Data entry 13 Mext table :{» High resalution plot % Select by ... | -+ Effect measure: Odels ratio - E D EE TT } E :E j @
~
Model Effect size and 95% interval Test of null [2-T ail) Heterogeneity Tau-squared
Humber Point Lower Upper Tau Standar
Model Studies estimate limit limit Z-value P-valut Q-value df 3] P-value |-squared Square Ermor
Fixed 5 0.438 0350 0.543 -7.152 0.000 8796 4 0.066 54.523 0123 01

Random 5 0.545 0.354 0.838 2761 0.006

The Q statistic reflects the observed dispersion. Under the null hypothesis that
all studies share a common effect size, the expected value of Q is equal to the
degrees of freedom (the number of studies minus 1), and is distributed as Chi-
square with df = k-1 (where k is the number of studies).

e The Q statistic is 8.796, as compared with an expected value of 4
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e The p-value is 0.066

If we elect to set alpha at 0.10, then this p-value meets the criterion for statistical
significance. If we elect to set alpha at 0.05, then this p-value just misses the
criterion. This, of course, is one of the hazards of significance tests.

It seems clear that there is substantial dispersion, and probably more than we
would expect based on random differences. There probably is real variance
among the effects.

As discussed in the text, the decision to use a random effects model should be
based on our understanding of how the studies were acquired, and should not
depend on a statistically significant p-value for heterogeneity. In any event, this
p-value does suggest that a fixed effect model does not fit the data.
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Quantifying the heterogeneity

While Q is meant to test the null hypothesis that there is no dispersion across
effect sizes, we want also to quantify this dispersion. For this purpose we would
turn to I-squared and tau-squared.

- To see these statistics, scroll the screen toward the right

Comprehensive meta analysis - [Analysis]

File Edit Format Yiew Computational options Analyses Help

+ Data entry 13 Next table - High resalution plot | [y Select by ... | = Effect measure: Clds ratio B SETTRE For @)

Effect size and 95% interval Test of null [2-Tail) Heterogeneity Tau-squared

Point Lower Upper
estimate limit Timit Z-value  P-value Q-value di[@) P-val

0.438 0.350 0.543 7162 0.000 8.796 4 0.066 54.523 0123 017 o023 0.380
0.545 0.354 0838 2761 0.006

e |-squared is 54.5, which means that 55% of the observed variance
between studies is due to real differences in the effect size. Only about
45% of the observed variance would have been expected based on
random error.

e Tau-squared is 0.123. This is the “Between studies” variance that was
used in computing weights.

The Q statistic and tau-squared are reported on the fixed effect line, and not on
the random effects line.

These values are displayed on the fixed effect line because they are computed
using fixed effect weights. These values are used in both fixed and random
effects analyses, but for different purposes.

For the fixed effect analysis Q addresses the question of whether or not the fixed
effect model fits the data (is it reasonable to assume that tau-squared is actually
zero). However, tau-squared is actually set to zero for the purpose of assigning
weights.

For the random effects analysis, these values are actually used to assign the
weights.
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Return to the main analysis screen

Click NEXT TABLE again to get back to the other screen

mprehensive meta analysis - [Analysis]

File Edit Fi

al options  Analyses  Help

ormat
4= Data enitr: ¥ Mext table

:{— High rezolution plot

B Select by

—+ Effect measure: Oddds ratio

-B0

N—_——

Your screen should look like this.

Comprehensive m

e <is - [Analysis]

A
Model Effect size and 95% interval Test of null [2-Tail) Heterogeneity Tau-squared

Mumber Point Lower Upper Tau Standai
Model Studies estimate limit Timit Z-value P-value Q-value df Q) P-value |-squared Squared Ermor
Fixed 5 0.438 0.350 0.543 7152 0.000 879 4 0.0BE 54.523 0123 01
Random 5 0.545 0354 0.838 -2.761 0.006

File Edit Formg#€ Yiew Computational opyns Analyses Help
4+ Data entry 13 Mext table i High resolution plot % Select by ... | -+ Effect measure: Odels ratio - E D TT } E :E j @
Model Stud}%*/ﬁsncs for each study Odds ratio and 95% CI ‘wheight [Fixed) ‘wheight [Flandom]
Odds ratio | Lower limit | Upper limit palue 0.01 o010 1.00 10.00 100.00 Relative weight Relative weight

Madison 0628 0.243 1.634 0343 —T 5771 13690
Moyer n.g1s 0.440 1.524 0528 — 13241 21670
Goldman 0534 0214 1.336 0180 — [ A | 14151
Graham 0718 0.3z0 1.602 0418 — 7871 1657 0
Manning 0.348 0.264 0458 0.000 —+ E7.05 2392

Fixed 0.438 0.350 0549 0.000 —+

Random 0.545 0.354 0.838 0.006 ——
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High-resolution plots

To this point we’ve used bar graphs to show the weight assigned to each study.

Now, we’ll switch to a high-resolution plot, where the weight assigned to each
study will determine the size of the symbol representing that study.

- Select BOTH MODELS at the bottom of the screen
- Unclick the SHOwW WEIGHTS button on the toolbar
- Click HIGH RESOLUTION PLOT on the toolbar

Comprehensive meta analysis - [Analysis]

File Edt Format Wiew Computation

al o n
E{— High resolution plot % Select by ... | == Effect measure: Odds ratio = E D E

)
&

4+ Dats entry 13 hexd table
N’
Model Study name Statistics for each study Odds ratio and 95% CI
Odds ratio | Lower imit | Upper limit | palue 1.00 10.00 100.00
Madison 0638 0.249 1.634 0.349 —
Moyer 0ge1s 0.440 1.524 0528 —
Goldman 0534 0.214 1.336 0.1a0 —
Graham 0716 0.320 1.603 0.416 —T
Manring 0.348 0.264 0.458 0.000 -
Fived 0438 0.350 0.543 0.000 —+
Random 0.545 0.354 0.838 0.006 —

Basic stats

Fixed  Fando

Both models
NG study removed, Cumulative analpsis Calculations
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The program shows this screen.

- Select COMPUTATIONAL OPTIONS > FIXED EFFECT

Comprehensive meta analysis - [Analysis]

File Edit Format Computational options T ul
4= Data entry — |— - olution plot % |i| E‘ —=— : I;” '. one size '- Proportional ¥ Reset sl | Whole page ~ Color Mode ( - @

Both models

Meta Analysis

Model Study name Statistics for each study Qdds ratio and 95% CI

Qdds Lower Upper
ratio  limit limit p-Value

hadison 0633 0249 163 0349

hoyer 0818 0440 1524 0528

Goldman 0534 0214 1338 0180

Graham 0716 0320 1603 0416

kdanning 0345 0264 0458 0000 [ |
0438 0350 0548 0000 2

001 041 1 10 100

Favours A Faveurs B

Meta Analysis

-> Select COMPUTATIONAL OPTIONS > RANDOM EFFECTS

Comprehensive meta analysis - [Analysis]

File Edit Format View .2

4= Data entry — r

Meta Analysis

Model Study name Statistics for each study Odds ratio and 95% CI

Odds Lower Upper
ratio limit limit  p-Value

Madison 0638 0249 1634 0349

Moyer 0819 0440 1524 0528

Goldman 0534 0214 1336 0180

Graham 0716 0220 1602 0416

Manning 0243 0284 0458 0000 [}
Random 0545 0354 0838 0006 <

0.01 0.1 1 10 100

Favours A Favours B

Meta Analysis
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Compare the weights.

In the first plot, using fixed effect weights, the area of the Manning box is about
10 times that of Madison. In the second, using random effects weights, the area
of the Manning box is only about 30% larger than Madison.

Meta Analysis
Model Study name Statistics for each study Odds ratio and 95% ClI
Odds Lower Upper
ratio  limit limit p-Value
Madison 0638 0249 1634 0.349
Moyer 0819 0440 1524 0523
Goldman 0534 0214 1.338 0.180
Graham 0716 0320 1.603 0.416
Manning 0.348 0264 0458 0.000
Fixed 0438 0350 0549 0.000
001 04 1 10 100
Favours A Favours B
Meta Analysis
Meta Analysis
Model Study name Statistics for each study Odds ratio and 95% CI
Odds Lower Upper
ratio limit limit p-Value
Madison 0638 0249 1634 0.349
hoyer 0819 0440 1524 0528
Goldman 0534 0214 1336 0.180
Graham 0716 0320 1603 0416
Manning 0348 0284 0458 0.000
Random 0545 0354 0838 0.006
0.01 0 10 100
Favours & Favours B
Meta Analysis
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Compare the combined effects and standard error.

Meta Analysis
Model Study name Statistics for each study Odds ratio and 95% CI
Odds Lower Upper
ratio  limit limit p-vValue
Madison 0638 0249 18634 0.349 j:
Moyer 0819 0440 1524 0.528
Zoldman 0534 0214 1.336 0.180 —
Graham o716 0320 1.803 0.416 —a—
Manning 0348 0264 0458 0.000 [ |
Fixed 0438 0350 0548 0.000 ( 0
0.01 0.1 1 10 100
Favours A Favours B
Meta Analysis
Meta Analysis
Model Study name Statistics for each study Odds ratio and 95% CI
Odds Lower Upper
ratio limit limit p-Value
Madison 0638 0249 1834 0.349
hdoyer 0819 0440 1524 0525
Zoldman 0534 0214 1336 0180
Graham 0716 0320 1603 0416
Manning 0348 0264 0458 0.000
Random 0545 0354 0838 0.006 ( <
0.01 0.1 1 10 100
Favours A Favours B
Meta Analysis

In the first case (fixed), Manning is given substantial weight and pulls the
combined effect left to 0.438. In the second case (random), Manning is given
less weight, and the combined effect is 0.545.
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In the first case (fixed) the only source of error is the error within studies and the
confidence interval about the combined effect is relatively narrow. In the second
case (random) the fact that the true effect varies from study to study introduces
another level of uncertainty to our estimate. The confidence interval about the
combined effect is substantially wider than it is for the fixed effect analysis.

- Click FILE > RETURN TO TABLE

%2 “amprehensive meta analysis - [Analysis]

gt Format WView Computational options Colors  Help

| . -
BT Page size and margins b takle :{—High resolution plot % Ii‘ IE‘ = = I;‘ M Onesize g Proportional X Resstal | Whole page - Color Mode - @

& Print

@ Export ko vword {tm)
@ Expart ko PowerPaint (tm)

= L
q — Meta Analysis
Model Study nhame Statistics for each study Odds ratic and 95% CI

Odds Lower Upper
ratio limit limit  p-Value

Madison 0638 0249 18634 0.349

Tloyer 0819 0440 1524 0528

Goldman 0534 0214 1336 0.180

Graham 0716 0320 1603 0416

Manning 0348 0284 0458 0.000 [ |

Random 0545 0354 0838 0.006 <&
0.01 01 1 10 100

Faveours A Faveours B

Meta Analysis

The program returns to the main analysis screen.

Comprehensive meta analysis - [Analysis]

File Edt Format Yiew Computational options Analyses Help
+ Data entry 3 hest table I+ High resolttion pist | [Ey Selectby .| -+ Etfect measure: Odds ratio SELNEETTIEE F: @
Model Study name Statistics for each study Odds ratio and 95% CI
Odds ratio | Lower limit | Upper limit palue 0.0 010 1.00 10.00 100.00
Madison 0638 0.243 1634 0.343 — T
Mayer 0813 0.440 1524 0528 ——
Goldman 0534 0214 1.336 0180 —
Graham 0718 0320 1.602 0.416 —
Maniing 0.348 0.264 0458 0.000 —
Fixed 0438 0.350 0543 0.000 ==
Random 0.545 0.354 0.838 0.008 ==
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Computational details

The program allows you to view details of the computations.

Since all calculations are performed using log values, they are easier to follow if
we switch the screen to use the log odds ratio as the effect size index.

- Select LOG 0DDS RATIO from the drop-down box

Comprehensive meta analysis - [Analysis]

File Edit Format Yiew Computational options Analyses Help
+ Data entry % Nexttable - High resolution plot | Iy Select by .. (o Eifect messwre: Logoddsratio DRI 122 TTIL E T | 5 @

— Odds ratio
Model | Study name Statigtice for each study Log odds ratio and 95% CI MH odds ratia
WEOEEES | ot | Wl || e 200 .00 0.00 -
ratic 0 odde ratio
Pl Log odds ratio
Madison -0.450 1.391 0.431 0.249 p— b
Moyer -0.200 0.821 0421 0528 —_— ST
Geldman 0627 1544 0.230 0,180 g el Gt Gfim
Graham -0.334 41140 0.472 0.416 Risk ratio
Maniring -1.058 1332 0,780 0.000 —— T
Fised -0.825 1.051 0539 0.000 ——

Lag risk ratio
IMH log risk ratio

Risk difference
WH rick differanre

e The program is now showing the effect for each study and the combined
effect using log values

We want to add columns to display the standard error and variance.
- Right-click on any of the columns in the STATISTICS FOR EACH STUDY

section
- Select CusTOMIZE BASIC STATS

Comprehensive meta analysis - [Analysis]

File Edit Format “iew Computstional options Analyses Help
+ Data entry 3 hlest table I High resolttion pist | [Ely Selectby .| -+ Etfect measure: Log odds ratio SEIC]EEITHE F) o2 @
Model Study name Statistics for each study Log odds ratio and 95% CI
Log odds L
e awer limit | LUpper limit palue -2.00 -1.00 0.00 1.00 2.00

Madison -0.450 -1.391 0.491 0.349 ‘

Moyer -0.200 0821 nam nen -

Goldman 0527 544 £} sort Lo-Hi by Upper limit

Graham 0,334 1140 Z ] sort Hi-Lo by Upper limit

Marining -1.086 -1.332 ES o onthid i —H—
Fised 0825 051 == Showfhide fesic stats L

iyl Custamize basic stats
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&, Customize display

fhow Decimals  Alignment
M &l colum in this block | = | |
I W  Logoddsrio |Aut0 ﬂ |.-’3«ut0 j
M Standard enpr laute =] |auto -
W ariance |Aut0 ﬂ |Aut0 ﬂ
M Lower limit |Aut0 ﬂ |.-’3«ut0 j
I W Upper limit |Aut0 ﬂ |Aut0 j
W Z4alue |Aut0 ﬂ |.-’3«ut0 j
M pialue laute =] |auto -
\tsé | ool { ok |

- Check the box next to each statistic
- Click OK

The screen should look like this.

Comprehensive meta analysis - [Analysis]

File Edit Format Yiew Computational options Analyses Help

4 Dats entry 13 Mext table :{— High rezolution plot % Select by ... |+ Effect measure: Log ocds ratio = E D EE TT } E :E j @
Model Study name Log odds ratio and 95% CI
q Legodds | Standaid |y ance | Lowerlinit | Upperimt | ZWalie | pialue D A0 000 1.00 200
Madison %m 0231 1241 451 1
Maper 0200 07 oo 0s2l 0421 063 0528 ——
Goldman 0627 0.463 0219 1584 0280 1340 0180
Graham 033 0411 0169 1140 0472 0813 0416
Manring 1,058 0141 000 132 070 749 0.000 —
Fived 0825 0115 0013 1081 053 71w 0.000 —
¢ Note that we now have columns for the standard error and variance, and

all values are in log units
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Computational details for the fixed effect analysis

- Select FORMAT > INCREASE DECIMALS on the menu

This has no effect on the computations, which are always performed using all
significant digits, but it makes the example easier to follow.

- On the bottom of the screen select FIXED
- On the bottom of the screen select CALCULATIONS

Comprehensive meta analysis - [Analysis]

Fil= Edit Format Yiew Computational options Analyses Help

+ Data entry 13 Mext table - High resalution piot | [Ehy Select by ... | =+ Effect measure: Log odds ratio - IE‘ D EE TT *+ E F| % @
Model | Study name Statistics for each study Log odds ratio and 95% CI
Legodds | Standaid |y iance | Lowerlinit | Upperlimt | ZWalue | pialue 200 A0 000 1.00 200
Madison -0.4493 0.4802 0.2306 -1.3910 0.4912 -0.9370 0.3488
Maoyer -0.15939 03169 0.1004 08210 04213 06306 0.5283 s
Goldman 06271 04679 02183 -1.5441 (0.2300 -1.2402 01802
Graham -0.3342 04112 01691 11402 04718 08127 0.4164
Marining -1.0561 01408 0.0138 1331 -0.7800 -7.4380 (0.0000 ——
Fized -0.6249 01153 0.0133 -1.0609 -0.5988 -7.1524 (0.0000 ——

Fixed / Random | Both model:
One studp removed Cumulative analpsis'
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The program switches to this display.

Comprehensive meta analysis - [Ainalysis]

File Edit Format ‘iew Computational options Analyses Help
4+ Data entry +3 Mext table 'EE-— High resalution plot % Select by ... -+ Effect measure: Log odds ratio 7 |
todel Study name Calculations [Fixed]

. Study au” 2 Tau™2 Tatal . 3

M adizan -0.4499 1| 00000 0.0000 [IReEN ) T aar ] T3¢ 1 -1.9514

b oper -0.1933 01004 0.0000 0.0000 01004 99563 99563 -1.9333

Goldman 06271 0.z21e4 0.0000 0.0000 02123 4 BEYE 4 5678 -2.8642

Graham -0.3342 01691 0.0000 0.0000 01891 59136 59136 -1.9763

b anning -1.0861 n01aa 0.0000 0.0000 no1as 50,4110 50,4110 53,2366

-2 BR71 07389 0.0000 0.0000 07389 7h1857 a 1857 62 0185

For the first study, Madison

LogOddsRatio = Ln 8788 )_ -0.4499
92 *12
, 1 1 1 1
LogOddsVariance = | —+—+—+—| = 0.2306
8 92 12 88

The weight is computed as
1

w, = =4.3371
0.2306 +0.0000

Where the second term in the denominator represents tau-squared, which has
been set to zero for the fixed effect analysis.

Tw, = (—.4499)(4.3371) = -1.9514

and so on for the other studies. Then, working with the sums (in the last row)

T = —62.0185 =-0.8249
75.1857
1
v,=——=0.0133
75.1857

SE(T,)=+/0.0133 =0.1153
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Lower Limit=(-0.8249)-1.96*0.1153 = -1.0509
Upper Limit=(-0.8249)+1.96*0.1153 = -0.5988

. -0.8249

= =-7.1524
0.1153

Py = 2[1 —(P(17.1524 |))] <0.0001

- To switch back to the main analysis screen, click BASIC STATS at the
bottom

On this screen, the values presented are the same as those computed above.

Comprehensive meta analysis - [Analysis]

File Edt Farmat View Computstional options Analyses Help
+ Data entry 3 hlest table I+ Hih resoldtion pist | [y Setect by .+ Effect measure: Log odds ratio SEIC]EEITHE F) o2 @

TTeS———
Model Study name Statistics for each study Log odds ratio and 95% CI
Legedds | Standaid |y iance | Lowerlimt | Upperlint | ZVale | pvabe | 200 1m0 0.00 1.00 200

Madison -0.4433 04a02 0.2306 -1.2910 04912 -0.9370 0.3488

royer -0.1939 03169 0.1004 -0.8210 04213 -0.6306 05283 —_—

Goldman 06271 04673 0.2189 15441 (0.2900 -1.3402 01802

Graham -0.334, 2 01691 11402 0.471 - 164

Manning “U5E1 01408 0.0138 1331 -0.7800 -7.4380 (0.0001 ——

Fixed -0.8243 01153 0.0133 -1.0503 -0.5988 -7.1524 0.0000 ——
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Finally, if we select Odds ratio as the index, the program takes the effect size and
confidence interval, and displays them as odds ratios.

Comprehensive meta analysis - [Analysis]

File Edit Format Yiew Computational options Analyses Help
+ Data entry 3 hlest table I+ Hioh resoltion piet | [y Select by\_ |+ Effect measure: Odds ratio “RCIEETT®RE F| 2 @
Model Study name Statistics for each study s ratio and 953% CI
Odds ratio | Lower imit | Upper limit | Z-Value pValue 0.01 oo 1.00 10.00 100.00
Madizon 0.6377 0.2488 16343 -0.9370 0.3488 —T
Moyer n.e1ss 0.4400 16233 -0.6306 05283 —
Goldman 0.6342 0.2135 1.3364 -1.3402 01802 —
Graham 0.7159 03198 1.6028 ez 0.4164 —
Manning 0.3478 0.2629 0.4584 -7.4380 (0.0000 —+
Fixed 0.4383 [0.3436 0.5435 71524 0.0000 —+

Concretely,

T, = exp(-0.8249) = 0.4383
Lower Limit = exp(—1.0509) = 0.3493
Upper Limit = exp(—0.5988) = 0.5495

The columns for variance and standard error are hidden. The z-value and p-
value that had been computed using log values apply here as well, and are
displayed without modification.
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Computational details for the random effects analysis

Now, we can repeat the exercise for random effects

- Select Log odds ratio as the index
- On the bottom of the screen select RANDOM
- On the bottom of the screen select CALCULATIONS

Comprehensive meta analysis - [Analysis]

File Edit Format Yiew Computational options Analyses Help
+ Data entry 3 hlest table I+ Hih resolttion pist | IRy Setect by (€| ++ Etfect measure: Log odds ratio EI1E2EITHE F| &2 @

Model Study name Statistics for each study \_—/ I ——
Legedds | Standaid |y iance | Lowerlimt | Upperlint | Z¥ale | pvabe | 200 1,00 0.00 1.00 200

Madison 04499 04802 0206 130 04W2 0970 03488

Mayer 07999 03189 01004 0EZI0 04213 06IE 05283 _

Goldman 0671 04679 02183 1544 02900 13402 01802

Graham 03342 04112 DIBI L1402 0478 08127 04164

Manving 10%1 01408 00198 13321 07800 7490 0.0000 ——

Random 06072 02139 00484 L0382 07E2 27813 0.0058 —

Fis oth models
Baslc Ahe study removed Cumulative analysil
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The program switches to this display.

Comprehensive meta analysis - [Analysis]

File Edit Format “iew Computational options Analyses Help

+ Dsta entry 73 Mext takle - High resalution plat | [By Selectby .. | -+ Effect measure: Log odds ratio -

Model | Study name Calculations [Fandom)

. Shudy Total .
Pairit Varianoe | T¥-weight W D
t adizon -0.4433 [LaAef

[IRELC K| Pt i) Zaala 12735

Moper -0.1333 02232 4.4509 44809 -0.8356
Goldman -0.6271 0347 29269 29263 -1.8353
Graham -0.3342 0238 3.4266 34266 -1.1452
Marning -1.0561 01426 7042 FRIIE -7.4074

26671 1.3525 206/ 206791 -12.5569

For the first study, Madison

LogOddsRatio = Ln 8788 1 -0.4499
92 * 12
. 1 1 1 1
LogOddsVariance = | —+—+-—+—| = 0.2306
8 92 12 88
The weight is computed as
. 1 1

=2.8305

W fd =
' 0.2306+0.1227 0.3533

Where the (*) indicates that we are using random effects weights, and the
second term in the denominator represents tau-squared.

T;w; = (~0.4499)(2.8305) = —1.2735

and so on for the other studies. Then, working with the sums (in the last row)

125569 oo
20.6791
. 1
V= =0.0484
20.6791

SE(T")=+/0.0484 = 0.2199
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Lower Limit" = (-0.6072)—1.96 *0.2199 = -1.0382

Upper Limit" = (-0.6072)+1.96 *0.2199 = -0.1762

= =-2.7613
0.2199

P, = 2[1 ~(®(12.7613 |))] <0.0058

(Note — The column labeled TAU-SQUARED WITHIN is actually tau-square between
studies, and the column labeled TAU-SQUARED BETWEEN is reserved for a fully
random effects analysis, where we are performing an analysis of variance).

- To switch back to the main analysis screen, click BASIC STATS at the
bottom

On this screen, the values presented are the same as those computed above.

Comprehensive meta analysis - [Analysis]

File Edit Format Wiew Computational options Analyses Help

4= Data entry 13 Mext table :{— High resolution plot % Select by .. —+ Effect measure: Log ocds ratio < lz‘ D EE TT 3:- E :E J_f @
Model | Study name Statistics for each study Log odds ratio and 952 Cl
L°Eaﬁodds S‘aer[‘[‘gf"d Vaiiance | Lowerlmit | Upperlimit | Z4alue | pValue 200 41.00 0.00 1.00 200
adisan -0.4433 0.4802 0.2306 -1.3910 04912 -0.9370 0.3488
Mayer -0.1999 0.3169 01004 -0.8210 04213 -0.6306 05283 —_—
Goldman -0.6271 : 0.2900 -1.3402 01802
Graham B 04718 -0.e127 0.4164
-0.7800 -7.4980 0.0000 —H—
-0.1762 27613 0.0058 T—

b anning
< Fiandom
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Finally, if we select Odds ratio as the index, the program takes the effect size and
confidence interval, and displays them as odds ratios. The columns for variance
and standard error are then hidden.

Comprehensive meta analysis - [Analysis]

File Edit Format Wiew Computational options Anakyses Help
4 Data ertry 13 Next table - High resolution plot | [gh Select by .. Effect measure; Odds ratio ~EIC|EETTI=E X ||
v
todel Study name Statistics for each study Odds ratio and 95% Cl
Odds ratio | Lower limit | Upper limit | Z-Value palue oo 0o 1.00 10.00 100.00
Madizon 0.6377 0.2488 1.6343 -0.9370 0.3488 —
Mayer 0.8188 0.4400 15239 -0.6306 05283 —
Galdman 0.5342 02135 1.3364 -1.3402 01802 —_—
Graham 0.7159 03198 1.6028 0.8127 04164 —
Manning 0.3478 02639 0.4584 -7.4980 0.0000 —+
< Fandom ) 0.5449 0.3541 0.8384 27613 0.0058 ——
—

Concretely,

T, =exp(-0.6072) = 0.5449
Lower Limit" = exp(-1.0382) =.3541
Lower Limit* = exp(-0.1762) = 0.8384

The columns for variance and standard error are hidden. The z-value and p-
value that had been computed using log values apply here as well, and are
displayed without modification.

This is the conclusion of the exercise for binary data.

www.Meta-Analysis.com © 2007 Borenstein, Hedges, Rothstein | 76



COMPREHENSIVE
META-ANALYSIS

A computer program for meta-analysis

Version 2

Example 2 — Means

This appendix shows how to use Comprehensive Meta-Analysis (CMA) to
perform a meta-analysis for means using fixed and random effects models.

To download a free trial copy of CMA go to www.Meta-Analysis.com
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Start the program and enter the data

- Start CMA

The program shows this dialog box.

= Welcome

WwWhat would you like to do?

Eheet using a template
Open an exizting file

Impart data from another program

¥ Show thiz dialog when | start the pragram

o o |

- Select START A BLANK SPREADSHEET
- Click OK
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The program displays this screen.

Comprehensive meta analysis - [Data]

File Edit Format VYiew Insert Identify Tools Computational options Analyses Help
Funanayses > 2 D 2 (EE &) & B@ & —'="2 A W5 -

A B C o] E F G H

=R e A R S A

-

Insert column for study names

- Click INSERT > COLUMN FOR > STUDY NAMES

Comprehensive meta analysis - [Datal

File Edit Format f#®w | Insert Identify Tools Computational options Analyses Help
b ) F, =
Run analyses —+ 2 [[T]) Column For ... Study namig . it
=
A B v| Blank column e T LUy |
Copy of selected column Comparison names
1 I:l » Oukcome names
— Blank row ) )
z Time poink names
] *— Blank rows
4 Copy of selected row(s) 73 Effect size data
— Moderator variable
g Y= study I
B
7
g
g

The program has added a column for Study names.

Comprehensive meta analysis - [Data]

File Edit Format Yiew Insert Identify Tools Computational options Analvses Help

5 LI - ERT

= =A== A= A A S

—
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Insert columns for the effect size data

Since CMA will accept data in more than 100 formats, you need to tell the
program what format you want to use.

You do have the option to use a different format for each study, but for now we’ll
start with one format.

- Click INSERT > COLUMN FOR > EFFECT SIZE DATA

Comprehensive meta analvsic - INata]

Wiew | Insert Identify Tools ComputMgnal options Analyses Help

Study names |t0-8 H -2+ D %J, El_ @
Subgroups within study

Filz Edit Formal
- -
Fun analyses —» NS [ 111 ESEE Y e

Study name Comparisan names G H ! d

Copy of selected column
Cubcome names

Blank row
Blank rows

E=| Effect size data
Moderatar varisble ]

.
'=

Copy af selected row(d

'S study

== e A= RS R N

The program shows this dialog box.

X

wi| [nsert columns for effect size data

Welcome

If you have already computed the effect size (such ags the
standardized mean difference or the Log odds ratio] for
each study, you may enter thiz information directly.

Or. pou may provide summary data (such as the number of
events or the means and standard deviationz], and the
program will compute the effect size automatically.

Use this wizard to specify the type of data you plan to
enter, and the program will create the required columns.

The program allows you to enter effect size data in mare

than one format. You will create one set of effect size
columns now, and may add additional sets at any time.

Show common formats only

* Show all 100 formats

Tell me more | Cancel |

- Click NEXT
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The dialog box lists four sets of effect sizes.

X

wi| [nsert columns for effect size data

Typesz of studies included

On this panel, select the type of studies to be included in
thiz meta analysiz. This controls the types of data entry
optionz to be dizplayed on the next panel.

If ungure, select the first option, which iz appropriate for
mosgt analyzes. vou will be able to return to this panel and
change the selection.

+ Comparizon of bwo groups, time-paints,
or exposures fincludes correlations|
. . )

in ohe group at one time-point

Genenc point estimates

Genenc point estimates, log scale

P
| Tell me mare | Cancel | <Eack(| Mest > |> |
\_/
- Select COMPARISON OF TWO GROUPS, TIME-POINTS, OR EXPOSURES (INCLUDES
CORRELATIONS

- Click NEXT
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The program displays this dialog box.

£

w. |nsert columns for effect size data

Click on the icons to select the data entry format

A
R Ceetee ODer of events)
@ Cantinuaous [means)
@ Correlation
@ Rates [events by perzon years)
@ Survival [time to event]
v

Dvrill dowr in the listing to select & data entry farmat.

| Tl me mare | Cancel < Back

- Drill down to
- CONTINUOUS (MEANS)
- UNMATCHED GROUPS, POST DATA ONLY
- MEAN, SD AND SAMPLE SIZE IN EACH GROUP

- Click FINISH
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w. |nsert columns for effect size data E

Click on the icons to select the data entry format
A
@ Two groups ar comnelation
@ Dichaotomausz [number of events)
m Cantinuaous [means]
afched groups, post data only
=] Mean, SO and sample size i each group
=] Difference in means, common S0, and sample size
=] CoREm rfreemderdiaad-bonnoolad Luithl it Pl size
a Means, sample size, and t-value
a Difference in means, sample size, and t-value
a Sample size and tvalue
=] Means, sample zize, and p-value
a Difference in means, sample size, and p-value
a Sample size and p-value
@ Uwnrmnatched groups, pre and post data
@ Ore group (pre-post] and matched groups
@ Computed effect sizes
@ Correlation
@ Rates [events by pereon years) hd
“ou have selected Mean, 50 and sample size in each group
Click 'Finizh' to create the columns
T —
Tell me mare Cancel < Back |QFinisQ
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The program will return to the main data-entry screen.

The program displays a dialog box that you can use to name the groups

= Group names El E| El

Group names for cohort or prospective studies

MWame for first group (e.g., Treated) Treated

MName for gecond group (e.g.. Contral] Controf

Cancel | Apply q Ok >

- Enter the names TREATED and CONTROL
- Click OK
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The program displays the columns needed for the selected format (Means and
standard deviations). It also labels these columns using the names Treated and
Control.

You will enter data into the white columns (at left). The program will compute the
effect size for each study and display that effect size in the yellow columns (at
right).

Since you elected to enter means and SDs the program initially displays columns
for the standardized mean difference (Cohen’s d), the bias-corrected
standardized mean difference (Hedges’s G) and the raw mean difference. You
can add other indices as well.

Comprehensive meta analysis - [Data]

File Edit Format Yiew Insert Identify Tools Computational options Analyses Help

Fun enalyses + “w [ = 2 \
~—
-~
Treated Treated Treated Cantrol Caritrol Caritrol 0 Difference A
iy rane <wmp\e iz Mean Std-Dew Sample size Hedges's g StdErr in means StdEr )

o |00 |~ @ | e G k=
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Enter the data

- Enter the mean, SD, and N for each group as shown here

- In the column labeled EFFECT DIRECTION use the drop-down box to select
AuTO

Comprehensive meta analysis - [C:\Documents and Settings\Michae\Desktopiew Courseldipril 2(

File Edit Format Yiew Insert Identify Toaols Computational options Analyses Help

Runaralyses + 2 D2 HEEH & 4 BB &2 —-'='= %8~ =2+

SuyrEnE Treated Treated Treatec_l Control Caontral Contn:u! Effect diraction
fdean Std-Dev Sample size IR Std-Dew Sarnple size

1| Madizon 410,000 a0.000 100 360,000 95.000 100 Auto
2| Mover 430,000 20,000 100 410000 100000 120 Auto
3| Goldman 440,000 95 000 200 400,000 90,000 190 Auto
4| Graham BEO.000  110.000 B0 BOOOOOD 100000 B0 Auto
8| Manning 510,000 100,000 1000 490,000 95000 1000 Auto
B

7

(“Auto” means that the program will compute the mean difference as Treated
minus Control. You also have the option of selecting “Positive”, in which case
the program will assign a plus sign to the difference, or “Negative” in which case
it will assign a minus sign to the difference.)

The program will automatically compute the effects as shown here in the yellow
columns.

Comprehensive meta analysis - [C:\Documents and SettingsiMichael\DesktopiNew Courseldpril 200 AW eek-2%Means.cma]

File Edit Format Yiew Insert Identify Tools Computational options Analyses Help

R 0 W D@ EH S b BB B = BBE VO MBI~

Treated Treated Treated Cantrol Cantrol Control Std

Study name Effect direction Difference

Mean Std-Dev Sample size Mean Std-Devw Sample size Hedges's g Std Err in means

1) Madison 410.000 40.000 100 360.000 95,000 100 Auto 0538 0143 50.000
2| Moyer 480.000 20.000 100 410000 100.000 120 Auto 0763 0140 70.000
3| Goldman 440.000 95.000 200 400.000 90,000 190 Auta 0.431 1oz 40.000
4| Graham 550000 110.000 50 S00.000  100.000 B0 Auto 0.474 0193 50.000
5| Manning 510,000 100.000 1000 450.000 95.000 1000 Auta 0.205 0.045

5]

7
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Show details for the computations

- Double click on the value 0.540

omprehensive meta analysis - [C:\Documents and Settings\Michael\DesktopiNew Course\i pril 2007\Week-2\Means.cma]

File Edit Format Yiew Insert Identify Tools Computational options Analyses Help
Runanalyses » 2 D@ EH &) & BBR E'-"="Z 8w - 2>+ vl 3 &
suprne | poa? [ Joget | Tomes TGl Lo TSl T e s 1

1| Madizon 410.000 90.000 100 360.000 95.000 100 Auta 0538 0143 50.000 13.086
2| Moyer 480.000 20.000 100 410000 100.000 120 Auto 0783 0140 70.000 12384
3| Goldman 440,000 35.000 200 400.000 40.000 190 Auto 0.431 0102 40.000 4381
4| Graham §50.000  110.000 50 HO0.000  100.000 B0 Auto 0.474 0192 50.000 20,040
5| Manning 510,000 100.000 1000 450000 95.000 1000 &uto 0.205 0.045 20.000 4362
E
7

The program shows how this value was computed.

= Data entry assistant

Data entry Hedges's g Difference in means

Starting with
tean, 50, N in each group

Raw difference in means

RawDiff = Mean! - Mean2

SOP = Sqrf[[M1-1]% 501 " 2+ [N2-1]= 502" 214 [H1 + N2 - 2]])
= Option for pooled varance *

RawDiffSE = Sai1 /N1 +1 /N2 = 5DP

FawDiff = 410,000 - 360.000 = 50.000

SOP = Sqrf[[(100-1]*90.000 ™ 2 + [100 - 1)*95.000 " 2) / (100 + 100 - 2)]] =
92534

= Option for pooled variance =

RawDiffSE = Sq1 /100 +1 /100) * 92,534 = 12.086

Standardized difference in means

StdDiff = RawDiff / SDP

SrDiffSE =Sl / W1 roatdDiff 2 /(2 % N1 + N2]])
StdDiff = 50.000 / 93 = 0.540
SrdDiffSE = Sorft /100 Qarf540 " 2/ (2% (100 + 100]]) = 0.144

< Home »
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Set the default index to Hedges’s G

At this point, the program has displayed three indices of effect size — Cohen’s d,

Hedges’s G, and the raw mean difference.

You have the option of adding additional indices, and/or specifying which index
should be used as the “Default” index when you run the analysis.

Comprehensive meta analysis - [C:ADocuments and SettingsiMichael\DesktopiNew Courseddpril 200/\Week-2WMeans Assigment Worked example.cma] E]@E|

File Edit Format Yiew Insert Identify Tools Computational options Analyses Help

Runansiyses » 9 O @ H| & & B @ =SB s L 2+ v R W

Treated | Treated Treated Cantrol Caritrol Caritrol

Mean Std-Dev Sample size Mean Std-Dew Sample size
1) Madizon 410.000 50.000 100 360.000 56.000 100 Auto
2| Moyer 480.000 80.000 100 410,000 100,000 120 Auto
3 Goldman 440.000 55.000 200 400000 50.000 190 Auto
4 Graham 550.000 110,000 50 BO0.OOD 100,000 B0 Auto
5| Manring 510,000 100.000 1000 450.000 56.000 1000 Auto

Study name Effect direction

- Right-click on the column for Hedges'’s G
- Click SET PRIMARY INDEX TO HEDGES’S G

Std diff in
means
0.540
0.765
0432
0478
0.205

StdE
0

"

144

014
40

o

194

Hedges's g StdEm I?:’ni:::: StdEm

0638 0143 50.000 13.086

0140 70.000 12384

0.431 010z 40.000 9381
T
A+ SOrtE-4

Column properties

Data entry assistant
Z Formulas

Show all selected indices

1
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Run the analysis

- Click RUN ANALYSES

Comprehensive meta analysis - [C:\Documents and Settings\Michael\DesktopiNew CourseMipril 2007 \Week-2WMeans Assigment Worked example.cma] E E\§|

File Edit FormalNyiew Insert Identify Tools Computational options Analyses Help

Runenalyses + R N H & & BB E'-'="E S8 -3+ 835 ®
N—-g/ Treated | Treated Treated Control - Contral Control Std diff in 2 Difference
Lidy name kean Std-Dev | Sample size Mean StdDev | Sample size Effect direction means Stdbr | Hedges'sg  StdErr in means StdEr

1) Madizon 410.000 40.000 100 360.000 95.000 100 Auta 0540 0144 0538 0143 50.000 13086
2| Moyer 480.000 20.000 100 410000 100.000 120 Auto 0,765 0140 0140 70.000 12384
3| Goldman 440,000 35.000 200 400.000 40.000 190 Auto 0432 0102 010z 40.000 4381
4 Graham §50.000  110.000 50 HO0.000  100.000 B0 Auto 0473 0194 0193 50.000 20,040
5| Manning 510,000 100.000 1000 450.000 95.000 1000 &uta 0205 0.045 0.045 20.000 4362
E

7

2

The program displays this screen.

» The default effect size is Hedges’'s G
= The default model is fixed effect

mprehensive meta analysis - [Analysis]

File Edit Format Yiew Computational options Analyses Help
+ Data entry 3 hlest table I+ High resolttion pist | [y Setecpy .|+ Etfect measure: Hedges's o NEN| II=E X & @
Model Study name Statistics for each studyv Hedges's g and 5% 01
Hedges's g St:‘;}g‘?'d Varance | Lower limit | Upper imit | Z-Value p¥alue 200 -1.00 0.00 1.00 2.00
Madison 0538 0143 n.oz1 0.257 ng1a 3.783 0.000 —
Moyer 0763 0140 n.0z0 0.4a3 1037 5.458 0.000
Goldman 0431 0102 oo nzx 0E32 4218 0.000 —
Graham 0474 0153 0037 n.0s7 0852 2,480 n.o14 —_—
Manning 0.205 0.045 n.o0z 0117 0293 4573 0.000 -+
Fixed 0.307 0.037 0.001 0.234 0.380 8.244 0.000 -+
—
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The screen should look like this.

Comprehensive meta analysis - [Analysis]

File Edit Format Yiew Computational options Analyses Help

+ Data entry 13 Mext table - High resalution piot | [gly Select by .. | =+ Effect measure: Hedges's g - IE‘ D EE TT *+ E F| i @
Model Study name Statistics for each study Hedges's g and 95% CI
Hedges's g Stz‘;ﬁ?rd Wariance | Lower imit | Upper limit | Z4alue pWalue -2.00 -1.00 (i1} N 200

Madison 0533 0143 0.021 0257 0818 2753 0.000 —
Moyer 0763 0140 0.020 0.483 1.037 5.458 0.000
Goldman 0.431 010z 0.mao 0231 0632 4218 0.000 —
Graham 0.474 014 L L0 025 460 no4 —_—
Maniring 5 0.045 0.002 0117 0293 4573 -+

Fixed 0.307 0.037 0.001 0234 0380 8244 -+

We can immediately get a sense of the studies and the combined effect. For
example,

e All the effects fall on the positive side of zero, in the range of 0.205 to
0.763

e Some studies are clearly more precise than others. The confidence
interval for Graham is about four times as wide as the one for Manning,
with the other three studies falling somewhere in between

e The combined effect is 0.307 with a 95% confidence interval of 0.234 to
0.380

www.Meta-Analysis.com © 2007 Borenstein, Hedges, Rothstein | 90



Customize the screen

We want to hide the columns for the lower and upper limit and z-value.

- Right-click on one of the “Statistics” columns
- Select CUSTOMIZE BASIC STATS

Comprehensive meta analysis - [Analysis]

File Edit Format Yiew Computational options Analyses Help

+ Data entry 3 hlest table I+ High resoldtion pist | [y Selectby .. | 4+ Effect measure: Hedges's o SEICIEETTRE F| 2t @
Model Study name Statistics for each study Hedges's g and 95% C|
Hedges's g St‘:?l‘g?rd %’ariance Lower limit | Upper imit | Z4alue pWalue -2.00 -1.00 0.00 1.00 200

Madison 0533 0143 0.021 0.257 0813 3753 0.000 —
Moyer 0.753 0140 0.020 D488 &1 ot ooriby Upperlint 000
Goldman 0431 1oz 0mo 0231 gz . Jimit ooo —
Graham 0.474 0193 0.037 0097 5 ma —
Manning 0.205 0.045 0.002 EE Shawjhide hasic stats -

Fixed 0.307 0.037 0.001 -+

- Assign check-marks as shown here
- Click OK

= Customize display

Show Decimalz Alignment

™ Il calumng in this block | ﬂ | j
M Hdaes'sg laute =] |auto -
W Sthndard eror |Aut0 ﬂ |Aut0 ﬂ
W vidiance |Aut0 ﬂ |.-’3«ut0 j
[ Logver limit |Aut0 ﬂ |Aut0 j
™ Ugper limit |Aut0 ﬂ |.-’3«ut0 j
™ Zaue |Aut0 ﬂ |Aut0 j
3 I alue |Aut0 ﬂ |.-’3«ut0 j

d

Cancel | Apply ( Ok )
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The program has hidden some of the columns, leaving us more room to work
with on the display.

Comprehensive meta analysis - [Analysis]

File Edit Format Yiew Computational options Analyses Help
4= Data entry 13 Mext table Welem by ... | - Effect measure: Hedges's g - E D EE TT $ E :E T @
Madel Study name, / Statistics for each study Hedges's g and 95% I
< Hedges's g S“;ﬁﬂ‘?’d Vaance | pMalue .00 .00 0.00 1.00 200
Madizon 0143 0.0z —
Moyer 0.763 0.000
Goldman 0.431 010z 0.mao 0.000 —
Graham 0.474 0193 0.037 no14 —_—
Manining 0.205 0.045 0.002 0.000 -+
Fixed 0.307 0.037 0.001 0.000 -+

Display weights

- Click the tool for SHOW WEIGHTS

Comprehensive meta analysis - [Analysis]

Fil= Edit Format Yiew Computational options Analyses Help
4+ Data entry 13 Mext table ‘;{— High resalution plot % Select by ... | == Effect measure: Hedges's g A IE‘ D EE TT E ‘j @
N’
Model Study name Statistics for each shudy Hedges's g and 95% C| ‘wieight [Fixed)
' Standard 5 !
Hedges's g e “Yariance palue -2.00 -1.00 0.0o0 1.00 200 elative weight
Madison 0538 0143 0021 0.000 — BE75 |
Moyer 0763 0140 0.020 0.000 i
Goldman 0.431 010z 0.mao 0.000 — 13270
Graham 0.474 0193 0.037 no14 —_— 374
Maniring 0.205 0.045 0.002 0.000 -+ 6313 I
Fixed 0.307 0.037 0.001 0.000 -+

The program now shows the relative weight assigned to each study for the fixed
effect analysis. By “relative weight” we mean the weights as a percentage of the
total weights, with all relative weights summing to 100%.

For example, Madison was assigned a relative weight of 6.75% while Manning
was assigned a relative weight of 69.13%.
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Compare the fixed effect and random effects models

- At the bottom of the screen, select BOTH MODELS

e The program shows the combined effect and standard error for both fixed
and random effects models

e The program shows weights for both the fixed effect and the random
effects models

Comprehensive meta analysis - [Analysis]

Fil= Edit Format Yiew Computational options Analyses Help

+ Data entry 13 Mext table - High resalution piot | [gly Select by .. | =+ Effect measure: Hedges's g - IE‘ D EE TT *+ E F| % @
Model Study name Statistics for each study Hedges's g and 55% C1 4 ‘w/eight (R an
Hedges's g St‘:?l‘g?rd “Yariance palue -2.00 -1.00 0.0o0 1.00 200 FRielative weight Rielative weight

Madison 0538 0143 0021 0.000 — BE75 | 1861 0
Moyer 0763 0140 0.020 0.000 FaNN | 1290 0
Goldman 0.431 010z 0.mao 0.000 — 13270 2189l
Graham 0.474 0,193 0.037 no14 —— 374 14930
Maniring 8 1 0.002 0.000 -+ 6313 I 25.68 M

Fixed 0.307 0037 001 0.000 -+

Random 0.462 0112 013 0.000 ==

Fived  Farifom B

Basic stats Cumulative analpsis Calculations
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Impact of model on study weights

The Manning study, with a large sample size (N=1000 per group) is assigned
69% of the weight under the fixed effect model but only 26% of the weight under
the random effects model.

This follows from the logic of fixed and random effects models explained earlier.

Under the fixed effect model we assume that all studies are estimating the same
value and this study yields a better estimate than the others, so we take
advantage of that.

Under the random effects model we assume that each study is estimating a
unique effect. The Manning study yields a precise estimate of its population, but
that population is only one of many, and we don’t want it to dominate the
analysis. Therefore, we assign it 26% of the weight. This is more than the other
studies, but not the dominant weight that we gave it under fixed effects.

Comprehensive meta analysis - [Analysis]

File Edit Format Yiew Computational options Anakyses Help
+ Data entry 13 Mext table - High resalution plot | [Eh Select by .| =+ Effect measure: Hedoes's o - IE‘ D EE TT + E F| 2 @
Model | Study name Statistics for each study Hedges's g and 95% C| ‘wieight [Fixed) ‘Wwieight [Random)
Hedges's g SI‘::S?M Wariance palue -2.00 -1.00 0.00 1.00 200 FRielative weight Fielative weight

tadizon 0538 0143 001 0.000 — BE75] 1861 H
Moyer 0763 0.140 0020 0.000 i 1290 W
Goldman 0.431 0.102 noa 0.000 — 23
Graham 0.474 0.193 0037 n.o14 —_— 37 1133 0
Manring 0.2058 0.045 n.o02 0.000 -+ 5313 I 2663

Fized 0.307 0.037 0.001 0.000 -+

Random 0.462 0.112 003 0.000 —
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Impact of model on the combined effect

As it happens, the Manning study has a low effect size. Under the fixed effect
model, where this study dominates the weights, it pulls the effect size down to
0.31. Under the random effects model, it still pulls the effect size down, but only
to 0.46.

Comprehensive meta analysis - [fnalysis]

www.Meta-Analysis.com © 2007 Borenstein, Hedges, Rothstein

File Edit Format Yiew Computational options Analyses Help
+ Dt entry 3 Mt tabile I High resolion pist | [ghy Select by .+ Effect measure: Hedoes's o SEICEETTIRE =) 2 @
Model Study name Statistics for each study Hedges's g and 95% CI Weight (Fixed) Weight [Random)
Hedges's g Slzzg?rd WVariance palue -2.00 -1.00 0.00 1.00 2.00 Relative weight Relative weight

Madisan 0538 0.143 n.oz1 0.000 — 675 ] 1261 0
Moyer 0783 0.140 n.0z0 0.000 FAlN | 1290 0
Goldman 0.431 0.102 oo 0.000 — 132711 iRl |
Graham 0474 0193 0.037 004 — 37| 14930
Marining 0.205 0.045 0.002 0.000 5913 2565

Fized 0307 0.037 0.001 0.000 -+

Random 0.462 0.112 ooz 0.000 ——

TS S———
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Impact of model on the confidence interval

Under fixed effect, we “set” the between-studies dispersion to zero. Therefore,
for the purpose of estimating the mean effect, the only source of uncertainty is
within-study error. With a combined total near 1500 subjects per group the
within-study error is small, so we have a precise estimate of the combined effect.
The standard error is 0.037.

Under random effects, dispersion between studies is considered a real source of
uncertainty. And, there is a lot of it. The fact that these five studies vary so much
one from the other tells us that the effect will vary depending on details that vary
randomly from study to study. If the persons who performed these studies
happened to use older subjects, or a shorter duration, for example, the effect size
would have changed.

While this dispersion is “real” in the sense that it is caused by real differences
among the studies, it nevertheless represents error if our goal is to estimate the
mean effect. For computational purposes, the variance due to between-study
differences is included in the error term. In our example we have only five
studies, and the effect sizes do vary. Therefore, our estimate of the mean effect
is not terribly precise, as reflected in a standard error of 0.112, which is about
three times that of the fixed effect value.

Comprehensive meta analysis - [fnalysis]

File Edit Format Yiew Computational options Analyses Help
+ Dt entry 3 Mt tabile I High resolion pist | [ghy Select by .+ Effect measure: Hedoes's o SEICEETTIRE =) 2 @
Model Study name Statistics for each study Hedges's g and 95% CI Weight (Fixed) Weight [Random)
Hedges's g Slzzg?rd WVariance palue -2.00 -1.00 0.00 1.00 2.00 Relative weight Relative weight

Madisan 0538 0.143 n.oz1 0.000 — 675 ] 1261 0
Moyer 0783 0.140 n.0z0 0.000 FAlN | 1290 0
Goldman 0.431 0.102 oo 0.000 — 132711 iRl |
Graham 0474 3 0.037 004 — 37| 14930
Marining 0.205 0.045 0.002 0.000 -+ 5913 2565

Fized 0307 0.037 0.001 0.000 -+

Random 0.462 0.112 ooz 0.000 ——
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What would happen if we eliminated Manning?

Manning was the largest study, and also the study with the smallest effect size.
To better understand the impact of this study under the two models, let’s see
what would happen if we were to remove this study from the analysis.

- Right-click on STUDY NAME
- Select SELECT BY STUDY NAME

Comprehensive meta analysis - [Analysis]

File Edit Format Yiew Computational options Analyses Help

4 Dsta entry 13 Mext table } High resolution plot % Select by ... |+ Effect measure: Hedges's g = E D EE Ti :f,,- E :E i @
Statigtice for each study Hedges's g and 95% C| ‘wheight [Fixed) ‘wheight [Flandom]
Hedges's g St:?[g?'d Warance palue -2.00 -1.00 0.00 1.00 200 Relative weight Relative weight
Madison 0.538 0143 0.0 0.000 — B75] 1861 0
Moyer 0763 0140 n.020 0.000 FARNN | 1890 0
Goldman 0431 010z nmo 0.000 13271 2189l
Graham 0.474 0193 0.037 004 — 374 1493 10
0.000 -+ £3.13 2568 M
Fixed 0.000 -+
Randam 0.000 —

i)
|2 align

The program opens a dialog box with the names of all studies.

- Remove the check from Manning
- Click OK

Eile Edit Format “iew Computational options Analyses Help L\§
4+ Data entry 13 Mext table :{— High resalution plot % Selectby ... | == Effect measure: Hedges's g o |§| D EE 1T $ E :E ‘j @
Model | Study name Statigtics for each study Hedges's g and 95% C| ‘wieight [Fixed] ‘wheight [Flandom]
Hedges's g St:?[g?'d Variance palue -2.00 -1.00 0.00 1.00 2.00 Relative weight Relative weight
Madizon 0538 0143 n.o21 0.000 —— 6751 1861 0
Moyer 0.763 0.140 0.020 0.000 FARN | 1890 0
Goldman =i Select by ... 13270 kel |
(Graham 374 1493 0
Manring Studies | Moderator = 5913 I 2562
Fized o 9 -+
B Include the following studies
Goldman Select al
Graham Clear all
adizon
< [ Manning
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The analysis now looks like this.

Comprehensive meta analysis - [Analysis]

File Edit Format “iew Computstional options Analyses Help
4+ Data entry 13 Mext table :{» High resalution plot % Select by ... | -+ Effect measure: Hedges's g - E D EE lT } E :E j @
Model Study name Statistics for each study Hedges's g and 95% CI Weight [Fixed) weight (R andom]
Hedges's g St‘:’;ﬁ?rd “Wariance pvalue -2.00 -1.00 0.0o0 1.00 200 Rielative weight Rielative weight

Madizon 0538 0143 0.0z 0.000 ity | 2325
Maoyer 0.763 0140 0.020 0.000 230l 2424l
Goldman 0.431 n1oz oo 0.000 4300 Il 324 I
Graham 0.474 01a3 0037 004 1zl 14110

Fived 0636 0.067 (0.004 0.000

Random 0.543 0.077 (0.008 0.000

For both the fixed effect and random effects models, the combined effect is now
close to 0.54.

e Under fixed effects Manning had pulled the effect down to 0.31
e Under random effects Manning had pulled the effect down to 0.46

e Thus, this study had a substantial impact under either model, but more so
under fixed than random effects

- Right-click on STUDY NAME
- Add a check for Manning so the analysis again has five studies

Eile Edit Format “iew Computational options Analyses Help

4+ Data entry 13 Mext table :{» High rezolution plot % Selecthy .. | -+ Effect measure: Hedges's g % E D EE 1T :f,,- E :E j @

Model & Select by ... E‘] Hedges's g and 95% CI Weight [Fixed) Wweight (R andom]

Sludles Moderator

1.00 0.00 1.00 200 Relative weight Relative weight

Include the following studies —E 675 1261 0

FARN | 12900

Goldmar Select al Tl 132710 21890

Graham Clear all — 374 14930

i Madison ++ 5313 2566
H\xe 5 Manning

andam Vi —
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Additional statistics

- Click NEXT TABLE on the toolbar

Comprehensive meta analysis - [Analysis]

File Edit Format Yie jonal options  Analyses Help
+ Data entry 3 hlest table High resolution plot | [ Selectby .. | 4 Effect measure: Hedges's g EBILIEETTI®RE E| 2t @
Model Study name Statistics for each study Hedges's g and 95% CI ‘Weight [Fixed) ‘Weight [Random|
Hedges's g St:’;}g}a'd Wariance palue -2.00 -1.00 0.00 1.00 2.00 Relative weight Relative weight

Madison 0538 0143 0021 0.000 — E75] 1861 0
Moyer 0.763 0740 0020 0.000 FANN | 1690 0
Goldman 0421 0102 oo 0.000 — 13271 21890
Graham 0474 0153 0037 n.o14 —_— 371 1493 1
Manning 0.205 0.045 n.o0z 0.000 -+ £3.13 2568 M

Fixed 0.307 0.037 0.00m 0.000 -+

Random 0462 0112 noma 0.000 —

The program switches to this screen.

The program shows the point estimate, standard error, variance, and confidence
interval. These are the same values that had been shown on the forest plot.

Comprehensive meta analysis - [Analysis]

File Edit Format Yiew Computational options Analyses Help
+ Dats entry 3 hest table I High resalution pict | [y Select o + Effect measure: Hedoes's o EILIEETIIEE Fll: @

v ~
Model Effect size and 95% confidence interval Test of null (2-T ail) Heterogeneity
Mumber Point Standard Lower Upper
Model Studies estimate eror VYariance limit fimit Z-value  P-value B-value df [Q) P-value |-squared
< Fixed 5 0.307 0037 0.001 0.234 0.3s0 8244 0.000 20542 4 0.000 20622

% 5 0.462 011z 0013 0.243 [.E 4127 0.000

e Under fixed effect the combined effect is 0.307 with standard error of
0.037 and 95% confidence interval of 0.234 to 0.380

e Under random effects the combined effect is 0.462 with standard error of
0.112 and 95% confidence interval of 0.243 to 0.682
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Test of the null hypothesis

Under the fixed effect model the null hypothesis is that the common effect is
zero. Under the random effects model the null hypothesis is that the mean of the
true effects is zero.

In either case, the null hypothesis is tested by the z-value, which is computed as
G/SE for the corresponding model.

Comprehensive meta analysis - [Analysis]

File Edit Format “iew Computstional options Analyses Help

4+ Data entry 13 Mext table :{» High resalution plot % Select by ... | -+ Effect measure: Hedoges's g ’ﬂg EE TT $ E :E j @
~
Model Effect size and 95% confidence interval Test of null [2-Tail) Heterogeneity
Humber Point Standard Lower Upper
Model Studies estimate eror Wariance limit Timit Z-value  P-value Q-value df[@) P-value |-squared
Fixed 5 0.307 0037 0.001 0.234 0.3s0 2244 0.000 20642 4 0.000 20622
Random 5 0.462 o011z 0.013 0.243 n.esz 4127 0.00]

For the fixed effect model

7=307 _g 244
037

For the random effects model

Z*=w=4.127
0.112

In either case, the two-tailed p-value is < 0.001.
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Test of the heterogeneity

The null hypothesis for heterogeneity is that the studies share a common effect
size.

The statistics in this section address the question of whether the observed
dispersion among effects exceeds the amount that would be expected by
chance.

Comprehensive meta analysis - [Analysis]

File Edit Format Yiew Computational options Analyses Help

+ Dats entry 3 hest table I+ High resoltion pist | [Ey Selectby .| 4+ Effect measure: Hedoes's o SE]EETTSHE F ) o2 @

Model Effect size and 95% confidence interval Test of null (2-T ail) Heterogeneity

Mumber Point Standard Lower Upper
Model Studies estimate enmor Variance limit limit Z-value  P-value

Fired 5 0.307 n.osv 0.0m 0.234 0.380 o.244 0.000
R andom 5 0.462 011z 0013 0.243 082 4127 0.000

The Q statistic reflects the observed dispersion. Under the null hypothesis that
all studies share a common effect size, the expected value of Q is equal to the
degrees of freedom (the number of studies minus 1), and is distributed as Chi-
square with df = k-1 (where k is the number of studies).

e The Q statistic is 20.64, as compared with an expected value of 4
e The p-value is < 0.001

As discussed in the text, the decision to use a random effects model should be
based on our understanding of how the studies were acquired, and should not
depend on a statistically significant p-value for heterogeneity. In any event,
however, this p-value tells us that the observed dispersion cannot be attributed to
random error, and there is real variance among the effects. A fixed effect model
would not fit the data.

www.Meta-Analysis.com © 2007 Borenstein, Hedges, Rothstein | 101



Quantifying the heterogeneity

While Q is meant to test the null hypothesis that there is no dispersion across
effect sizes, we want also to quantify this dispersion. For this purpose we would
turn to I-squared and tau-squared.

- To see these statistics, scroll the screen toward the right

Comprehensive meta analysis - [Analysis]

File Edit Format “iew Computstional options Analyses Help

+ Data entry 3 hlest table I+ High resolttion pist | [Ely Selectby . | -+ Effect measure: Hedges's o SEC]EEITHE F) o2 @

Effect size and 95% confidence interval Test of null [2-Tail) Heterogeneity Tau-squared

Standard Lower Upper Tau Standard
error Varnance Timit limit Z-value  P-value Q-value df[Q] P-value I-squared Squared Emor WYariance Tau

0.037 0.00 0.234 0.380 8.244 0.000 20642 4 0.000 a0.e22 0.047 0.043 (0.002 0.216
011z nms 0.243 0662 4127 0.000

e |-squared is 80.6, which means that 80% of the observed variance
between studies is due to real differences in the effect size. Only about
20% of the observed variance would have been expected based on
random error.

e Tau-squared is 0.047. This is the “Between studies” variance that was
used in computing weights.

The Q statistic and tau-squared are reported on the fixed effect line, and not on
the random effects line.

These values are displayed on the fixed effect line because they are computed
using fixed effect weights. These values are used in both fixed and random
effects analyses, but for different purposes.

For the fixed effect analysis Q addresses the question of whether or not the fixed
effect model fits the data (is it reasonable to assume that tau-squared is actually
zero). However, tau-squared is actually set to zero for the purpose of assigning
weights.

For the random effects analysis, these values are actually used to assign the
weights.
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Return to the main analysis screen

Click NEXT TABLE again to get back to the other screen.

Comprehensive meta analysis - [Analysis]

Eile Edit Far Tew  Compu | options  Analyses Help
4+ Data ent 13 Mext table :{— High resalution plot % Select by ... | == Effect measure: Hedges's g A |§| D EE TT $ E :E ‘j @
——— ~
Model Effect size and 95% confidence interval Test of null [2-T ail) Heterogeneity
Mumber Point Standard Lower Upper
Model Studies estimate ermor Yariance limit limit Z-value  P-value Q-value df (O] P-value I-squared
Fixed 5 0.307 0037 0.001 0.234 0.3s0 8244 0.000 20542 4 0.000 20622
Random 5 0.462 o1z 0.013 0.243 nesz 14127 0.000

Your screen should look like this.

Comprehensive meta analysis - [Analysis]

File Edit Format omputa tions  Analyses Help
4+ Data entry 13 Mext table High resalution plot % Select by ... | -+ Effect measure: Hedges's g - E D EE TT } E :E j @
Model Sm_/swt\stics for each study Hedges's g and 55% Cl “w/eight [Fized) ‘w/eight (R andom)
Hedges's g St‘:?l‘g?rd “Yariance palue -2.00 -1.00 0.0o0 1.00 200 FRielative weight Rielative weight

Madison 0538 0143 0021 0.000 — BE75 | 1861 0
Moyer 0763 0140 0.020 0.000 i 1290 0
Goldman 043 010z 0.mao 0.000 — 1270 2189
Graham 0.474 0193 0.037 0014 —_— 374 14930
Manning 0.205 0.045 0.002 0.000 -+ E313 2568

Fized 0.307 0.037 0.00 0.000 -+

Random 0.462 o112 0.m3 0.000 ==
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High-resolution plots

To this point we’ve used bar graphs to show the weight assigned to each study.

Now, we’ll switch to a high-resolution plot, where the weight assigned to each
study will determine the size of the symbol representing that study.

- Select BOTH MODELS at the bottom of the screen
- Unclick the SHOwW WEIGHTS button on the toolbar
- Click HIGH-RESOLUTION PLOT on the toolbar

Comprehensive meta analysis - [Analysis]

File Edt Format Yiew Computational opb n
+ Data entry 173 hext table - High resolution pliot ) [gh Select by .. | =+ Effect measure: Hedges's g

)
&

B0 2
N
Model Study name Statistics for each study Hedges's g and 95% CI
Hedgessg| 89 yaance | pivalue 200 00 000 100 200
Madison 0538 0143 0021 0.000 —
Moyer 0.763 0140 n.0z20 0.000
Goldman 0431 0102 nmo 0.000 —
Graham 0.474 01a3 0.7 004 —
Manring 0.205 0.045 0.00z2 0.000 -+
Fived 0.307 0.037 0.0m 0.000 +
Random 0462 0112 0ms3 0.000 —

Fixed FRandor{ Both models
NG study removed, Cumulative analpsis Calculations
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The program shows this screen.

- Select COMPUTATIONAL OPTIONS > FIXED EFFECT

Comprehensive meta analysis - [Analysis]

File Edit Format w H
|— ived effec : — n = g
+ Data ertry effe = ' One size | " Fropottionsl X Resstal | Wholepage < Colorhods € v (53

Baoth madels

Meta Analysis

Model Study name Statistics for each stud Hedyes's g and 95% Cl
Hedges's Standard
g error Variance p-Value
Iadison 0.538 0.143 0.021 0.000
Iloyer 0.763 0.140 0.020 0.000
Goldman 0.431 0102 0.010 0.000 -
Graham 0.474 0.193 0.037 0.014 e
Ianning 0.205 0.045 0.002 0.000 [ |
0.307 0.037 0.001 0.000 0

-2.00 -1.00 0.00 1.00 2.00

Favours A Favours B

Meta Analysis

- Select COMPUTATIONAL OPTIONS > RANDOM EFFECTS

Comprehensive meta analysis - [Analysis]

.
e s -

Meta Analysis

Study hame Statistics for each study Hedges's g and 95% CI

Hedges's  Standard

g error  Variance p-Value

Madisan 0.538 0143 0.021 0.000

Mover 0.762 0.140 0.0zo 0.000

Goldman 0.431 0102 0.0 0.000

Graham 0.474 0193 0.037 0.014

Manning 0.205 0.04s 0.002 0.000

Random 0.462 0112 0.013 0.000

Meta Analysis
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Compare the weights.

In the first plot, using fixed effect weights, the area of the Manning box is about
10 times that of Madison. In the second, using random effects weights, the area
of the Manning box is only about 30% larger than Madison.

Meta Analysis

Model Study name Statistics for each study Hedges's g and 95% CI
Hedges's Standard

q error Variance p-Value

Madison 0.538 0.143 0021 0.000

Moyer 0.763 0.140 0.0z20 0.000
Goldman 0431 0102 0.010 0.000
Graham 0.474 0193 0.037 0.014
fanning 0.205 0.045 0.002 0.000

Fixed 0.307 0.037 0.001 0.000

Favours A Favours B
Model  Study name Statistics for each study Hedges's g and 95% CI
Hedges's  Standard

[1] error Variance p-Value
Madison 0.538 0143 0.0z1 0.000
hoyer 0.763 0.140 0.0zo 0.0o0
Goldman 0.431 0102 0.o1o 0.0o0
Graham 0.474 0193 0.037 0.014
Manning 0.205 0.045 n.o0z 0.000
Random 0.462 0112 0013 0.0o0

-2.00 -1.00 0.00 1.00 2.00

Favours A Favours B

Meta Analysis
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Compare the combined effects and standard error.

Meta Analysis
Model Study name Statistics for each study Hedges's g and 95% Cl
Hedges's Standard
g error Variance p-Value
hadizon 0538 0,143 0.021 0.000 ——
hoyer 0763 0140 0.020 0.000
Goldman 0.431 0102 0.010 0.000 -
Graharm 0.474 0193 0.037 0.014 —_—
Manning 0.205 0.045 0.00z2 0.000
Fixed 0.307 0.037 0.0m 0.000
2.00 -1.00 0.00 1.00 2.00
Favours A Favours B
Meta Analysis
Model  Study name Statistics for each study Hedges's g and 95% CI
Hedges's  Standard
[¥] error Variance p-Value
Madison 0,538 0.143 0.021 0.000 &
Mayer 0763 0.140 n.0z0 n.o0a
Goldman 0.431 0102 0010 0oon E 3
Graham 0.474 0.193 0.037 0014 ——
Manning 0.205 0.045 0.00z2 0.q0a
Randam 0.462 0112 0.013 0.q0a
-2.00 -1.00 0.00 1.00 2.00
Favours A Favours B
Meta Analysis

In the first case (fixed) Manning is given substantial weight and pulls the
combined effect down to 0.307. In the second case (random) Manning is given
less weight, and the combined effect is 0.462.

In the first case (fixed) the only source of error is the error within studies. The
standard error of the combined effect is 0.037 and the confidence interval about
the combined effect is relatively narrow. In the second case (random) the fact
that the true effect varies from study to study introduces another level of
uncertainty to our estimate. The standard error of the combined effect is 0.112,
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and the confidence interval about the combined effect is about three times as
wide as that for the fixed effect analysis.

-> Click FILE > RETURN TO TABLE
' Luaprehensive meta analysis - [Analysis]
it Format  Wiew Computational options  Colors  Help

lg5 Page size and margins ptahle :{—High resolution plot % If‘ If‘ = 1 - I;‘ Mg Onzsize g Proportionsl X Resetal | Whole page ~ Color Mode €~ @

&b Print

@ Export to Word {tm)
Export: to PowerPaint {tm)

Impact of Intervention - Random effects

Study name Statistics for each study Hedges's g and 95% CI
Hedges's  Standard
[t} error Variance p-Value
Madisan 0.538 0.143 0.021 0.000
Moyer 0.763 0.140 0.020 0.000
Goldman 0.431 0.102 0.010 0.000

The program returns to the main analysis screen.

Comprehensive meta analysis - [Analysis]

File Edit Format Yiew Computational options Anakyses Help

4+ Dsta entry +3 Mext table :{— High resalution plot % Selectby ... = Effect measure: Hedges's o A |§| D EE TT :{- E _‘-E ’_f @
Model | Study name Statistics for each study Hedges's g and 95% C|
' Standard .
Hedges's g b Wariance palue -2.00 -1.00 0.00 1.00 200

tadizon 0538 0143 001 0.000 —

Moyer 0763 0.140 0020 0.000

Goldman 0.431 0.102 noa 0.000 —

Graham 0.474 0.193 0.037 n.o14 —_—

Manring 0.2058 0.045 n.o02 0.000 -+
Fized 0.307 0.037 0.001 0.000 -+
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Computational details

The program allows you to view details of the computations.

Computational details for the fixed effect analysis

- Select FORMAT > INCREASE DECIMALS on the menu

This has no effect on the computations, which are always performed using all
significant digits, but it makes the example easier to follow.

- On the bottom of the screen select FIXED
- On the bottom of the screen select CALCULATIONS

Comprehensive meta analysis - [Analysis]

File Edit Format Wiew Computational options Analyses Help

4 Data entry 13 hext table } High resalution plot % Select by .. =+ Effect messure: Hedoes's o = IE‘ |:| EE TT :{- E _‘-E _f @
Model Study name Statistics for each study Hedges's g and 95% C|
Hedges'sg  “2% | yaiance | piale 200 100 000 100 200
Madison 05383 01434 0.0206 0.0002 —
Muoyer 07627 01257 0.0155 0.0000
Galdman 04211 0.1023 0.0105 0.0000 —
Graham 04744 0.19z28 00372 00133 —_—
Manrning 0.2050 0.0448 0.0020 0.0000 -+
Fixed 0.3072 0.0373 0.0014 0.0000 —+

Random | Both models
stats | One study removed Cumulative analy Calculations
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The program switches to this display.

Comprehensive meta analysis - [Analysis]

File Edit Format View Computational options Analvses Help
4+ Data entry +73 Next table 'I-— High resolution plat % Select by .. -+ Effect measure: Hedges's g
k odel Study name Calculations [Fixed)
Foint I\f}"@ valal pweight | w Tl
Madizon 05383 ElE 0.0000 0.0000 To2nE LIan=lry LA 26,1651
b aer 07827 0.0195 0.0000 0.0000 0.0195 51.2045 51.2049 39.0548
Galdman 04311 0.0105 0.0000 0.0000 00105 95 5365 95 5355 41,2107
Graham 04744 0.0372 0.0000 0.0000 0.0372 26,3954 26,8954 12,7600
b atining 0.2080 0.0020 0.0000 0.0000 0.0020 4977993 497.7893 1020326
24116 0.0898 0.0000 0.0000 00oE9s F200528 200528 0 221.2233
For the first study, Madison
RawDifference =410-360=50
(100-1)(90%)) + ((100-1)(95?)
SD,,., = \/ ( )+ ) =92.534
100+100-2
d= 50 =0.5403
92.534
2
SE, = |, 105403 4440
100 100 2*(100+100)
J=1- 3 =0.996
47*198 -1
G =0.996 *0.5403 =0.5383
SE; =0.996*0.1440 =0.1434
SEG2 =0.1434% =0.0206
The weight is computed as
w, = L = 48.6074
0.0206 +0.0000
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where the second term in the denominator represents tau-squared, which has
been set to zero for the fixed effect analysis.

Tw,=0.5383*48.6074 = 26.1651

and so on for the other studies. Then, working with the sums (in the last row)

- _ 221.2233 _ 0.3072
720.0528

v
" 720.0528

SE(T.)=+/0.0014 = 0.0373

Lower Limit=0.3072-1.96*0.0373 =0.2342

=0.0014

Upper Limit=0.3072+1.96*0.0373 = 0.3803

7=93972 _ g 2442
0.0373

Py = 2[1 —(®(18.2242 |))] <0.0001
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- To switch back to the main analysis screen, click BASIC STATS at the

bottom

Comprehensive meta analysis - [Analysis]

File Edit Format Yiew Computationsl options Analyses Help
4+ Dats entry 1+ hext table E-— High resolution plot % Select by .. | -+ Effect measure: Hedges's g < El I:‘ EE TT
Maodel Study name Statiztics for each study Hedages's g and 95% CI
H I Standard .
edges's g . Wariance pValue -2.00 -1.00 0.00 1.00 2.00

b adizon 05383 01434 0.0206 0.0002 —
b ey 07627 013597 0.0195 0.0000 —+
Goldman 04311 01023 0.0105 0.0000 —
Graham il - T2 0.0139 e
M anning 0.2050 0.0448 0.002 0.0000 -+

Fixed 03072 00373 0.0014 0.0000 -+

- These are the same values presented here
www.Meta-Analysis.com © 2007 Borenstein, Hedges, Rothstein | 112



Computational details for the random effects analysis

Now, we can repeat the exercise for random effects.

- On the bottom of the screen select RANDOM
- On the bottom of the screen select CALCULATIONS

Comprehensive meta analysis - [Analysis]

Fil= Edit Format Yiew Computational options Analyses Help

+ Data entry 13 Mext table - High resalution piot | [gly Select by .. | =+ Effect measure: Hedges's g - IE‘ D EE TT *+ E F| % @
Model | Study name Statigtics for each study Hedges's g and 95% C|
Hedges'sg| 89 yaiance | pvale 200 .00 0.00 1.00 200
Madison 05383 01434 0.0206 0.0002 —
Maoyer 0.7627 01397 0.0195 0.0000
Goldman 0.4311 01023 0.0105 0.0000 —
Graham 0.4744 01323 0.0372 00133 —_—
Marining 0.2050 00442 0.0020 0.0000 -+
Flandom 0.4621 01120 0.0125 0.0000 ——

Fis foth models
Basic Fhe studp removed Cumulative analysi

www.Meta-Analysis.com © 2007 Borenstein, Hedges, Rothstein | 113



The program switches to this display.

Comprehensive meta analysis - [Analysis]

+ Data entry

13 Mext table

Eile Edit Format Wiew Computational options Analvses Help

?"r_- High resolution plot

[Eh Select by ..

== Effect measure; Hedges's g

kM odel Study name

Tau™2 au” 2
Within ween | W

Calculations [Random]

Total

Pairt . [V s eight W Tt
Madison 0.538 gozee” 00488 00000 OUBS TETEISE TAESSE 7.9959
M ower 07627 00195 00488 0.0000 00664 15.0683 15.0683 11,4933
Goldman 04311 00105 00468 00000 00573 174837  17.4537 75250
Graham 04744 noIv2 00488 0.0000 0.0840 11.3028 11.9028 5 B4
Manring 02050 00020 00468 00000 00488 204744 204744 471969
24116 00838 02342 0.0000 03239 37353 797353 368481
For the first study, Madison
RawDifference =410-360=50
100-1)(90%)) + ((100-1)(95?
SDpyoieq = \/(( X )) (( X )) =92.534
100+100-2
d= 50 _ 0.5403
92.534
2
SE, = + 1 + 0.5403 =0.1440
100 100 2*(100+100)
J=1- 3 ) 0.996
4*198 - 1
G =0.996*0.5403 =0.5383
SE, =0.996*0.1440 =0.1434
SE.* =0.1434% = .0206
The weight is computed as
1 1
W, = = =14.8356
0.0206 +0.0468 0.0674
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where the (*) indicates that we are using random effects weights, and the second
term in the denominator represents tau-squared.

T;w; =0.5383*14.8356 = 7.9859

and so on for the other studies. Then, working with the sums (in the last row)

7. _ 36.8481

= 2200 0.4621
79.7353

o1
79.7353

=0.0125
SE(T")=+/0.0125 = 0.1120
Lower Limit" =0.4621-1.96*0.1120 = 0.2426

Upper Limit*=0.4621+1.96*0.1120 = 0.6816

~ 0.4621
0.1120

z =4.1266

p'or =2[1-(®(14.1266 ) | < 0.0001

(Note — The column labeled TAU-SQUARED WITHIN is actually tau-squared
between studies, and the column labeled TAU-SQUARED BETWEEN is reserved for
a fully random effects analysis, where we are performing an analysis of
variance).

- To switch back to the main analysis screen, click BASIC STATS at the
bottom

On this screen, the values presented are the same as those computed above.
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Comprehensive meta analysis - [Analysis]

File Edit Format View Computational options Analyses Help

+ Data ertry 173 next table - High resoltion plot | [ghy Select by .. | 4+ Effect measure: Hedges's g - El I:‘ EE TT *
Madel Study narme Statistics for each study Hedges's g and 95% CI
Hedges's g Sta;[ﬂf'rd Variance | pMalue 200 -1.00 0.00 1.00 200

Madizon 05383 01434 00208 0.0002 —
Maper 07627 013597 0095 0.0000 —
Goldman 0431 01023 00105 0.0000 —
Grahar 0474 - 72 0039 —_—
Manning (2050 0.0448 00020 (1.0000 —+

< Frandom ’ 0464 01120 0025 0000 ——

S~

This is the conclusion of the exercise for means.
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COMPREHENSIVE
META-ANALYSIS

A computer program for meta-analysis

Version 2

Example 3 — Correlational Data

This appendix shows how to use Comprehensive Meta-Analysis (CMA) to
perform a meta-analysis for correlations using fixed and random effects models.

To download a free trial copy of CMA go to www.Meta-Analysis.com
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Start the program and enter the data

- Start CMA

The program shows this dialog box.

= Welcome

WwWhat would you like to do?

Eheet using a template
Open an exizting file

Impart data from another program

¥ Show thiz dialog when | start the pragram

o o |

- Select START A BLANK SPREADSHEET
- Click OK
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The program displays this screen.

Comprehensive meta analysis - [Data]

File Edit Format Wiew Insert Identify Tools Computational options Analyses Help
Funanayses & % D @ M & % @ 2 === B % -

A B C D E F G H

Do |00 | o0 e R —

-

Insert column for study names

- Click INSERT > COLUMN FOR > STUDY NAMES

Comprehensive meta analysis - IDatal

File Edit Format JfEw | Insert Identify Tools Computational options Analyses Help

- (o = - —
Run analyses - D [N Selumn Far ... Study namegg R ¢
v| Blank columm g E LI Y
A E Comparison narmes H

Copy of selected column
Qutcome names

H

*— Blank row ) )
Tirme point names

*— Elank rows
%8 Effect size data

Copy of selected rows)
Moderstor variable

’E Study I

[T = A= S A S R S

The program has added a column for Study names.

Comprehensive meta analysis - [Data]

Eile Edit Format Wiew Insert Identify Tools Computational options Analyses Help

R =HEE S b BB E =S A

\ Study name ) B C ) E F G

=== e N T S

—

www.Meta-Analysis.com © 2007 Borenstein, Hedges, Rothstein

| 119



Insert columns for the effect size data

Since CMA will accept data in more than 100 formats, you need to tell the
program what format you want to use.

You do have the option to use a different format for each study, but for now we’ll
start with one format.

- Click INSERT > COLUMN FOR > EFFECT SIZE DATA

Comprehensive meta analvsic - INata]

Wiew | Insert Identify Tools ComputMgnal options Analyses Help

Study names |t0-8 H -2+ D %J, El_ @
Subgroups within study

Filz Edit Formal
- -
Fun analyses —» NS [ 111 ESEE Y e

Study name Comparisan names G H ! d

Copy of selected column

Cubcome names
Blank row .

Blank rows

E=| Effect size data
Moderatar varisble ]

.
'=

Copy af selected row(d

'S study

== e A= RS R N

The program shows this dialog box

X

w| Insert columns for effect size data

Welcome

If pou have already computed the effect size [such az the
standardized mean difference or the Log odds ratio) for
each study, you may enter this information directl.

Or, you may provide summary data [zuch as the number of
events o the means and standard deviations), and the
program will compute the effect size automatically.

Usze this wizard to specify the type of data you plan to
enter, and the program will create the required columns.

The program allows you ta enter effect zize data in mare

than one format. Yiou will create one set of effect size
columns now, and may add additional sets at any time.

Show common formats only

* Show all 100 formats

Tell me more | Cancel

- Click NEXT
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The dialog box lists four sets of effect sizes.

X

w| Insert columns for effect size data

Types of studies included

On this panel, select the twpe of studies to be included in
this meta analysiz. This controls the types of data entry
optionz to be dizplayed on the next panel.

If unsure, select the first option, which iz appropriate for
mogt analyzes. vou will be able to retum to thiz panel and
change the selection.

+ Comparnizon of wo groups, time-paints,
or exposures [includes corelations)

in one aroup at one time-poink

Generic point estimates

Generic point estimates, log scale

P
| Tell me more | Cancel | < Eack(l Mewt > |> |
\_/
- Select COMPARISON OF TWO GROUPS, TIME-POINTS, OR EXPOSURES (INCLUDES
CORRELATIONS

- Click NEXT
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The program displays this dialog box.

&, [nsert columns for effect size data

£

Click on the icons to select the data entry format

A
Q Cormelation
Q Fates [events by person years]
Q Survival [time to event)
v

Cirill dowen in the listing to select a data entry farmat.

| Tell me mare | Cancel < Back

- Drill down to
- CORRELATION
-> COMPUTED EFFECT SIZES
—> CORRELATION AND SAMPLE SIZE

- Click FINISH
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w. |nsert columns for effect size data g

Click on the icons to select the data entry format

@ Two groups ar comnelation
@ Dichaotomausz [number of events)
@ Cantinuaous [means)
m Correlation
ornputed effect sizes
=] Correlation and zampls size |
=] Correlation and standard erar
a Correltom S
=] Fizher's £ and zample size
£] Fisher's Z and standard ermar
£] Fizsher's Z and variance
=] Correlation and t-value
a tvalue and sample size for comrelation
a p-value and sample size for comelation
@ Rates [events by pereon years)
@ Survival [time to event]

i i [ ]

“r'ou have selected Comelation and sample size
Click 'Finizh' to create the columns

| —

Tell me mare Cancel < Back |QFinisQ
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The program will return to the main data-entry screen.

The program displays the columns needed for the selected format (Correlation,
Sample size).

You will enter data into the white columns (at left). The program will compute the
effect size for each study and display that effect size in the yellow columns (at
right).

Since you elected work with correlational data the program initially displays
columns for the correlation and the Fisher ‘s Z transformation of the correlation.
You can add other indices as well.

Comprehensive meta analysis - [Data]

File Edit Format Wew Insert Identify Tools Computational options Analyses Help

Run analyzes =+ %w [ = || FE| == P ;00 € = e [ ] A Z] @
——— —

[P =0

Conelation | Samph C -
Study nar arelation 2';22 e Effect dirzcin >Eorrelati0n Std En Yariahce | Fisher's £ Std Err Wariahce > K. L
\ /

o o e s =
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Enter the data

- Enter the correlation and sample size for each study as shown here

Comprehensive meta analysis - [C:\Documents and Sett

File Edit Format Wiew Insert Identify Tools Computational optior

Run analyses —+ S Dlﬁ;n % -:Iu’lo E % b

Study name Lereisian S:g'gle Effect direction
1| Madizon 0.261 200 Ao
2| Mioyer 0.356 200 Ao
3| Goldman 0211 400 Ao
4| Graham 0231 100 Ao
5| Manning 0102 2000 Auto
B

The program will automatically compute the standard error and Fisher’s Z values
as shown here in the yellow columns.

Comprehensive meta analysis - [C:\Documents and Settingsi\Michae \Wesktop\Book\Chapter on Fixed vs random effects\adiso

File Edit Format Wiew Insert Identify Tools Computational options Analyses Help
Runanayses + & 01 @ @ W & & gﬁ% + -«DELE&\
Study name Ciamrstiten S:i;ngle Effect direclio( Carrelation Std Emr Wariance | Fisher's 2 StdErr Warance ) K

1| Madizon 0.261 200 Auto 0 L L0043 e -7 0.005
2| Mayer 0.356 200 Auto 0.356 0.062 0.004 0372 0.071 0.005
3| Goldman 0.211 400 Auto 0.211 0.048 0.002 0.4 0.050 0.003
4/ Graham 0231 100 Auto 0231 0.036 0.003 0.236 0102 n.onn
5| Manning 0102 2000 Auto 0102 0022 0.000 0102 n.oz2z 0.001
5
7
g
g
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What are Fisher’s Z values

The Fisher’'s Z value is a transformation of the correlation into a different metric.

The standard error of a correlation is a function not only of sample size but also
of the correlation itself, with larger correlations (either positive or negative) having
a smaller standard error. This can cause problems in a meta-analysis since this
would lead the larger correlations to appear more precise and be assigned more
weight in the analysis.

To avoid this problem we convert all correlations to the Fisher’'s Z metric, whose
standard error is determined solely by sample size. All computations are
performed using Fisher's Z. The results are then converted back to correlations
for display.

Fisher’'s Z should not be confused with the Z statistic used to test hypotheses.
The two are not related.

This table shows the correspondence between the correlation value and Fisher’s
Z for specific correlations. Note that the two are similar for correlations near
zero, but diverge substantially as the correlation increases.

A B

1 Correlation Fisher's Z

2 0.0000 0.0000
3 0.1000 0.1003
4 0.2000 0.2027
5 0.3000 0.3095
6 0.4000 0.4236
7 0.5000 0.5493
3 0.6000 0.6931
9 0.7000 0.8673
10 0.3000 1.0986
11 0.9000 1.4722
12 0.9300 2.6467

an

All conversions are handled automatically by the program. That is, if you enter
data using correlations, the program will automatically convert these to Fisher’s
Z, perform the analysis, and then reconvert the values to correlations for display.

The transformation from correlation to Fisher’s Z is given by

FisherZ = 0.5* Log (1 + Correlat/on]

1—Correlation
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1

SE Fisherz — N——3

The transformation from Fisher’s Z to correlation is given by

C =Exp(2* FisherZ)

Correlation = (C — 1}
C+1

SE = (1-Correlation*)* SE ..,

Correlation
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Show details for the computations.

- Double click on the value 0.261

Comprehensive meta analysis - [C:\Documents and SettingsiMichae \Desktop\BookMChapter on Fixed vs random effects\adis

File Edit Format View Insert Identify Tools Computational options Analyses Help
Runsnalyses + 2 D@ EH & % BR E'-'="S 888 - L2+ ] 43 @®
Study name Camlian S;';Ele Effect dilecti0n< td Emr Vanance | Fizher's 2 Std Emr Yariance K

1| Madison 0.261 200 éuta 0.066 0.004 0.267 0.071 0.005
2| Moyer 0.356 200 Auta 0.062 0.004 0.3vz 0.071 0.005
3| Goldman 0211 400 Auta 0.048 0.002 0214 0.050 0.003
4| Graharn 0231 100 Auta 0231 0.096 0.003 0236 0102 0.omo
5| Manning 0102 2000 Auta 0102 n.nz2z 0.000 0102 n.o22 0.001
E
7
8

The program shows how all related values were computed.

&, Data entry assistant

Diata entry

Starting with
Correlation and S ample size

Computations are performed wzing the Fisher £ transformation.

Fisher's 2
FisherZ = 0.5 * Logl(1 + Caorr] / (1 - Carr])
FisherZSE =1/ (Sqr[M - 3))

FisherZ = 0.5 * Logl[1 + 0.251) /1 - 0.261)) = 0.267
FisherZSE =1 / [Sor(200 - 3)) = 0.071

Comelation
Coir = Given
Cor

Corr = 0.261
ConSE =[1-0.261 ™ 2)* 0.071 = 0.066

< Home >
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Set the default index

At this point, the program has displayed the correlation and the Fisher’'s Z
transformation, which we’ll be using in this example.

You have the option of adding additional indices, and/or specifying which index
should be used as the “Default” index when you run the analysis.

- Right-click on any of the yellow columns
- Select CUSTOMIZE COMPUTED EFFECT SIZE DISPLAY

Comprehensive meta analysis - [C:ADocuments and SettingsiMichael\DesktopiBookiChapten on Fixed vs random effectsiadison Correlations.cma] g@gl

File Edt Format Wiew Insert Identify Tools Computational options Analyses Help

Funenayses » 2 O F W H &) % B @ &L G TR St AN T

Study name (Cemtitbin E:QEIE Effect d\rect& Correlation gd Em Warance | Fisher'sZ StdEm Wariance E L M N s

1) Madizon 0,261 200 Auto 5 0.066 0.004 0.267 0071 0.005
2| Moyer 0356 200 Auto 0.356 0.062 0.004 037z 0071 0.005
3 Goldman 0.z11 400 Auto 0.211 1] E“; oo o mome 0.003
4 Graham 0.231 100 Auto 023 oc gl Sort Az 0.010
5| Manning 010z 2000 Auto 0.102 0.c gl sortza 0.0
B Column properties
7
8 Data entry assistant
g Z Formulas

10 Show all selected indices

}; | | show only the primpey index

13 Primary index to Correlation

14 il Customize computed effect size display

15

16
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The program displays this dialog box.

= Effect size indices EI[E|E|

Use the following az the primary index

| Carrelation ﬂ

Dizplay columns for these indices

Odds ratio -~
Laog odds ratio

Peto odds ratio

Laog Peto adds ratia

FRizk ratio

Lag risk ratio

FRizk difference

Std diff in means

Hedges's g

Difference in means

Std Paired Difference

Correlation

Fisher's 2

Rate ratio

Lag rate ratio

Rate difference

Hazard ratio v

doodrRrROOO0O0oooooogd

v Alzo show standard emor

W Alzo show vanance

Shaw the primary index only

+ Show all selected indices

Cancel

You could use this dialog box to add or remove effect size indices from the
display.

- Click OK
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Run the analysis

- Click RUN ANALYSES

Comprehensive meta analysis - [C:\Documents and Settings\dichael\Desktop‘\Book\Chapter on Fixed vs random effects\dadison Correlations.cma] El@‘gl
File Edit FormatNyiew Insert Identify Tools Computational options Analyses Help
Runenalyses + R O @ FHH & 4 @R E'-"="F 8w -2+ D
%ﬂe a2 B 5;!15'5 Effect direction | Comelation | Std Em “anance | FishersZ Std Emr Yariance K L 1] ] =
1) Madizon 0.261 200 Autg 0261 0.066 (0.004 0.267 0.071 0.005
2 Moper 0.356 200 Autg (0.356 n.0ez (0.004 0.372 0.071 0.005
3| Goldman 0211 400 Auto 0211 0.048 0.002 0.214 0.080 0.003
4| Graham 0.2 100 Autg 0z 0.036 (0.003 0.236 nioz2 0.mo
5| Manring 010z 2000 Autg 0102 n.o2z (0.000 0102 nozz 0.0
E
7
g
]
10

The program displays this screen.

= The default effect size is the correlation
= The default model is fixed effect

Comprehensive meta analysis - [Analysis]

Eile Edit Format Yiew Computational options Analyses Help
4+ Data entry 13 Mext table :{»ngh rezolution plot ESele Yy ... | -+ Effect measure: Correlation - E D EE TT } E :E j @

Model Study name Statistics for each study %d 952 0l

Carelation | Lower limit | Upper limit | Z-alue palue -1.00 -0.50 0.00 0.50 1.00
Madison 0.261 0127 0386 3747 0.000 —
Moyer 0.358 0.z2z23 0472 5227 0.000 —
Goldman nzn 0115 0303 4269 0.000 —

Graham 0231 0.037 0403 234 0.0z0

Maring n102 nosa 0145 4574 noon —+
Fiked n1s1 0115 0186 8160 noon -+
—
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The screen should look like this.

Comprehensive meta analysis - [Analysis]

File Edit Format “iew Computstional options Analyses Help

4+ Data entry 13 Mext table :{» High resalution plot % Select by ... | -+ Effect measure: Correlation - E D EE TT } E :E j @
Model Study name Statistics for each study Correlation and 952% C|
Carelation | Lower limit | Upper limit | Z-alue palue -1.00 -0.50 1.00
Madison 0.261 0127 0386 3747 0.000
Mayer 0.356 0.229 0472 5227 0.000
Goldman 021 0115 0.303 4269 0.000

L ol al 0.020

Graham 0231
Marning  L—TTT0Z 0.053 0145 4574
Fised [ 0115 0186 8160 0.000
e —— —
~—"”

We can immediately get a sense of the studies and the combined effect. For
example,

e All the correlations are positive, and they all fall in the range of 0.102 to
0.356

e Some studies are clearly more precise than others. The confidence
interval for Graham is substantially wider than the one for Manning, with
the other three studies falling somewhere in between

e The combined correlation is 0.151 with a 95% confidence interval of 0.115
to 0.186
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Customize the screen

We want to hide the column for the z-value.

- Right-click on one of the “Statistics” columns
- Select CUSTOMIZE BASIC STATS

Comprehensive meta analysis - [Analysis]

File Edt Format Yiew Computational options Analyses Help
+ Data entry 3 hlest table I+ High resoltion pict | [y Selectby .. | 4+ Effect measure: Correlation SEBICEETT®RE F| 2 @
Model Study name Statistics for each study Correlation and 957 C|
Corelation | Lower imit | Upper limit | Z4alue pWalue -1.00 -0.50 000 050 1.00
Madison 0261 0127 0,386 3747 0000 | | ——
Mayer 0.356 0.2 0.472 5227 00 &) Sort Lo-Hi by p-Value —
Gioldman 021 0.115 0.303 4,269 DL 2 | Sert HeLo by p-vakue ——
Graham 0.z: 0.037 0.409 232 0.0 r —
Marining 010z 0.058 0145 4574 fT== Showfhids basic stats -
Fiwed 0181 0115 0186 4160 ol - i obs iy

-> Assign check-marks as shown here
- Click OK

= Customize display

Show Decimalz Alignment

W Il columns in this block | ﬂ |

L«

M Cuelation laute =] |auto -
™ Sthndard error |aute | Jauto |
[ vgiance [aute =] |auto |
M Lover imit e -
¥ Uper limit [aute =] |auto |
T Zfvale laute =] |auto -
M fvale |aute | Jauto |

\/Cancel | Apply ( Ok >

Note — the standard error and variance are never displayed for the correlation.
They are displayed when the corresponding boxes are checked and Fisher's Z is
selected as the index.
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The program has hidden some of the columns, leaving us more room to work
with on the display.

Comprehensive meta analysis - [Analysis]

File Edt Format Yiew Computational options Analyses Help

+ Dats entry 3 hest table Sk o eengion piot | [gh Select by . |+ Effect measure: Correlation SEI]EETTSHE F ) o2 @

Model Study name Statistics for each study Correlation and 952 CI
orelation | Lawer limit | Upper limit palue 0.50 0.00 0.50 1.00
Madison —
Moyper —
Goldman 021 0115 0.303 0.000 —
Graham nzz 0.037 0.409 n.0z0 —_—
Maniing 010z 0.058 0145 0.000 -+
Fixed 0151 0115 0186 0.000 -+

Display weights

- Click the tool for SHOW WEIGHTS

Comprehensive meta analysis - [Analysis]

Fil= Edit Format Yiew Computational options Analyses Help
+ Data ertry 13 Mext table - High resalution piat | [Ehy Selectby ... | =+ Effect measure: Correlation B[] 21T E Ly
N’
Model Study name Statistics for each study Correlation and 952 CI Weight [Fixed)

Carelation | Lower limit | Upper limit palue -1.00 .60 0.00 0.50 1.00
Madison 0.261 0127 0386 0.000 —

Relative weight

R |

Moyer 0.356 0.229 0472 0.000 — 633

Goldman 0.2 0115 0.303 0.000 — 13760

Graham 0z 0.037 0.409 0.020 — 3361

Manring nioz 0.058 0.145 0.000 -+ £3.22 I
Fiwed 0181 0115 0186 0.000 +

The program now shows the relative weight assigned to each study for the fixed
effect analysis. By “relative weight” we mean the weights as a percentage of the
total weights, with all relative weights summing to 100%.

For example, Madison was assigned a relative weight of 6.83% while Manning
was assigned a relative weight of 69.22%.
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Compare the fixed effect and random effects models

- At the bottom of the screen, select BOTH MODELS

e The program shows the combined effect and confidence limits for both
fixed and random effects models

e The program shows weights for both the fixed effect and the random
effects models

Comprehensive meta analysis - [Analysis]

Fil= Edit Format Yiew Computational options Analyses Help

+ Data entry 13 Mext table - High resalution piat | [Ehy Select by ... | =+ Effect measure: Correlation - IE‘ D EE TT *+ E F| % @
Model | Study name Statigtics for each study Correlation and 95% Cl ‘wheight [Far
Carrelation | Lower limit | Upper limit | pYalue -1.00 050 (0.00 0.50 1.00 Relative weight Relative weight

Madison 0.261 0127 0.386 0.000 — 6831 18700
Moyer 0,358 0.2z23 0472 0.000 — ] | 1870l
Goldman nan 0118 0303 0.000 — 13760 22zl
Graham nzz 0.037 0409 0.0z0 —_— 3361 1406 0
Maniring 0.058 3 0.000 63.22 26.26

Fixed 0151 0115 0186 0.000 -+

Random 0.223 0120 0322 0.000 ==

Fived  Farifom B

Basic stats

Cumulative analpsis Calculations
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Impact of model on study weights

The Manning study, with a large sample size (N=2000) is assigned 69% of the
weight under the fixed effect model, but only 26% of the weight under the random
effects model.

This follows from the logic of fixed and random effects models explained earlier.

Under the fixed effect model we assume that all studies are estimating the same
value and this study yields a better estimate than the others, so we take
advantage of that.

Under the random effects model we assume that each study is estimating a
unique effect. The Manning study yields a precise estimate of its population, but
that population is only one of many, and we don’t want it to dominate the
analysis. Therefore, we assign it 26% of the weight. This is more than the other
studies, but not the dominant weight that we gave it under fixed effects.

Comprehensive meta analysis - [Analysis]

Fil= Edit Format Yiew Computational options Analyses Help
+ Data entry 3 hlest table I High resoldtion pict | [y Selectby .| 4+ Effect measure: Correlation SEBICIEETTIEE F| 2 @
Model Study name Statistics for each study Correlation and 952 CI Weight [Fixed) ‘Weight [Random]
Carelation | Lower limit | Upper limit palue -1.00 0.50 0.00 0.50 1.00 Relative weight Relative weight

Madison 0.261 0127 0386 0.000 — R | 1870l
Moyer 0.358 0.z2z23 0472 0.000 — 633 1870l
Goldman o211 0115 0303 0.000 — E a
Graham 0zn 0.037 0.409 0.020 —_— 336] 1406 0
Maniring 010z 0.058 0145 0.000 -+ £3.22 I 2626

Fixed 0151 0118 0186 0.000 -+

Random 0223 0120 0322 0.000 ==

www.Meta-Analysis.com © 2007 Borenstein, Hedges, Rothstein | 136



Impact of model on the combined effect

As it happens, the Manning study of 0.102 is the smallest effect size in this group
of studies. Under the fixed effect model, where this study dominates the weights,
it pulls the combined effect down to 0.151. Under the random effects model, it
still pulls the effect size down, but only to 0.223.

Comprehensive meta analysis - [Analysis]

File Edit Format %ew Computational options Analyses Help
4 Dsta entry 13 Mext table } High resolution plot % Select by ... |+ Effect measure: Correlation = E D EE TT :f,,- E :E j @
Model Study name Statistics for each study Correlation and 952 CI ‘wieight [Fixed) ‘weight [Random|
Comelation | Lower mit | Upper imit | palue -1.00 0.50 0.00 050 1.00 Rielative weight Fielative weight

Madison 0.261 0127 0.386 0.000 — 6831 18700
Moyer 0,358 0229 0472 0.000 — R0 | 1870l
Goldman nan 0118 0303 0.000 — 13760 2zl
Graham nzz 0.037 0409 0.0z0 —_— 3361 1406 0
Manning 010z 0.05g 0145 0.000 E3.22 2626 M

Fixed 0151 0115 0186 0.000 +

Random 0223 0120 0322 0.000 ==

TS————
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Impact of model on the confidence interval

Under fixed effect, we “set” the between-studies dispersion to zero. Therefore,
for the purpose of estimating the mean effect, the only source of uncertainty is
within-study error. With a combined total near 3000 subjects the within-study
error is small, so we have a precise estimate of the combined effect. The
confidence interval is relatively narrow, extending from 0.12 to 0.19.

Under random effects, dispersion between studies is considered a real source of
uncertainty. And, there is a lot of it. The fact that these five studies vary so much
one from the other tells us that the effect will vary depending on details that vary
randomly from study to study. If the persons who performed these studies
happened to use older subjects, or a shorter duration, for example, the effect size
would have changed.

While this dispersion is “real” in the sense that it is caused by real differences
among the studies, it nevertheless represents error if our goal is to estimate the
mean effect. For computational purposes, the variance due to between-study
differences is included in the error term. In our example we have only five
studies, and the effect sizes do vary. Therefore, our estimate of the mean effect
is not terribly precise, as reflected in the width of the confidence interval, 0.12 to
0.32, substantially wider than that for the fixed effect model.

Comprehensive meta analysis - [Analysis]

File Edit Format Yiew Computational options Analyses Help
4 Dsta entry 13 Mext table } High resolution plot % Select by ... |+ Effect measure: Correlation = E D EE TT :f,,- E :E j @
Model Study name Statistics for each study Correlation and 952 CI ‘wieight [Fixed) ‘weight [Random|
Correlation | Lower imit | Upper imit | palue -1.00 0.50 0.00 0.50 1.00 Relative weight Relative weight

Madison 0.261 0127 0.386 0.000 — 6831 18700
Moyer 0,358 0229 0472 0.000 — R0 | 1870l
Goldman nan 0118 0303 0.000 — 13760 2zl
Graham nzz 0.0 L4039 0.0z0 —_— 3361 1406 0
Manning 010z 058 01 0.000 E3.22 2626 M

Fixed 0151 0115 0186 0.000 +

Random 0223 0120 0322 0.000 ==

~————
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What would happen if we eliminated Manning?

Manning was the largest study, and also the study with the most powerful (left-
most) effect size. To better understand the impact of this study under the two
models, let’'s see what would happen if we were to remove this study from the
analysis.

- Right-click on STUDY NAME
- Select SELECT BY STUDY NAME

Comprehensive meta analysis - [Analysis]

File Edit Format “iew Computstional options Analyses Help

4+ Data entry 13 Mext table :{» High resalution plot % Select by ... | -+ Effect measure: Correlation - E D == lT } E :E j @
— —
Statistics for each study Correlation and 952 CI ‘Weight [Fixed) ‘Weight [Random]
Carelation | Lower limit | Upper limit palue -1.00 0.50 0.00 0.50 1.00 Relative weight Relative weight
Madison 0.261 0127 0386 0.000 — R | 1870l
Moyer 0.358 0.2z 0472 0.000 — 633l 18700
Goldma &1 sort Lo-Hi by Study name 0303 0.000 — 13760 22zl
Graham . 0409 0.0z0 —_— 3361 1406 0
M gyt MY ST - 0.000 + 927 2526l
Fixed =] 018 0.000 -+
Flandam "] el 0.000 ——
12 align 3

The program opens a dialog box with the names of all studies.

- Remove the check from Manning
- Click OK

B Comprehensive meta analysis - [Analysis] - =[x

File Edit Format Yiew Computational options Analyses Help

+ Data eniry 3 hest table I High resoldtion piot | [gly Selectby . | 4 Etfect measure: Correlation JENCIEETTIEE El: @
Model Study name Statistics for each study Correlation and 952 CI ‘Weight [Fixed) ‘Weight [Random]
Camelation | Lower limit | Upper limit | pWalue -1.00 080 0.00 0.50 1.00 Relative weight Relative weight
Goldman oz 0118 0303 0.000 = 1376 0 ey |
Graham nza = oL — 336 1406 0
Madison 0.261 w Select by ... X E83] 18700
Mariring 0102 = 5322 I 22l
Studi Moderat
Mayer 0.35 ke | O g8zl 18700
Fised 0151 Include the following studies
Random 0.223

.|_7_| Goldman Select al
b Graham Clear all

< [ Manning >
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The analysis now looks like this.

Comprehensive meta analysis - [Analysis]

File Edit Format Yiew Computational options Analyses Help

+ Data entry 3 hlest table I High resoldtion pist | [Ely Selectby .| -+ Etfect measure: Correlation SEEETTIEE Fll: @
Model Study name Statistics for each study Correlation and 952 CI ‘Weight [Fixed) ‘Weight [Random|
Carelation | Lower limit | Upper limit palue -1.00 .60 0.00 0.50 1.00 Relative weight Relative weight

Goldman nan 0118 0303 0.000 — 4.7 Il 41.57 Il
Graham nza 0.037 0409 n.0z0 —_— 1.3zl 1zm i
Madison 0.261 0127 0386 0.000 — 2215l 2306 W
Moyer 0.358 0.2z 0472 0.000 2215l 2306 W

Fixed 0.257 01535 n031e 0.000 ==

Random 0.255 0152 0324 0.000 —+

For both the fixed effect and random effects models, the combined effect is now
approximately 0.26.

Under fixed effects Manning had pulled the effect down to 0.15
Under random effects Manning had pulled the effect down to 0.22

Thus, this study had a substantial impact under either model, but more so
under fixed than random effects

- Right-click on STUDY NAMES
- Add a check for Manning so the analysis again has five studies

Ei-: omprehensive

alysis - [Anabysi

MEH

File Edit Format “iew Computstional options Analyses Help

www.Meta-Analysis.com

4+ Data entry 13 Mext table :{» High resalution plot % Selectby ... | -+ Effect measure: Correlation e E D EE lT } E :E j @
Model Study name Statistics for each study Correlation and 952 Cl ‘Weight [Fixed) ‘Weight [Random|
Camelation | Lower limit | Upper limit | pValue -1.00 080 0.00 0.50 1.00 Relative weight Relative weight
Goldman oz 0118 0303 0.000 13760 ey |
Graham nza = Lo . 3361 1406 0
Madison 0.261 [ | 18700
Manning 010z z 63.22 26.26
iStudies: Moderat

Moyer 0,358 ST il LI gaz] 18700

Fied 0151 Include the following studies

Fandam 0223

Select &l
Clear all
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Additional statistics

- Click NEXT TABLE on the toolbar

Comprehensive meta analysis - [Analysis]

File Edit Format Yiew jonal options  Analyses Help
+ Data entry 3 hlest table High resolution pliot | [y Selsctby .. | 4 Effect measure: Correlation SECEETTIEE FE|: @
Model Study name Statistics for each study Correlation and 952 CI ‘Weight [Fixed) ‘Weight [Random|
Carelation | Lower limit | Upper limit palue -1.00 0.50 0.00 0.50 1.00 Relative weight Relative weight

Goldman nan 0118 0303 0.000 — 13760 ey |
Graham nzz 0.037 0409 0.0z0 —_— 3361 1406 0
Madison 0.261 0127 0386 0.000 — 633l 18700
Maniring 010z 0.05a 0145 0.000 -+ 63.22 2626
Moyer 0.358 0223 0472 0.000 — E83] 18700

Fixed 0151 0115 0186 0.000 -+

Random 0.223 0120 0.322 0.000 ——

The program switches to this screen.

The program shows the point estimate and confidence interval. These are the
same values that had been shown on the forest plot.

Comprehensive meta analysis - [Analysis]

File Edit Format Yiew Computational options Analyses Help
+ Data entry 3 hlest table I High resoldtion piet | [y Select B | - Effect measure: Correlation B 2

TTE Xt @

e— A
Model Effect size and 95% interval Test of null [2-Tail) Heterogeneity Tau-squared
Humber Point Lower Upper Tau Standar
Model Studies estimate Timit Timit Z-value  P-value O-value di[@) P-value [-squared Squared Error
( Fixed 5 0.151 0118 0.188 2160 0.000 13318 4 0.001 79294 oo oo

% 5 0223 0120 0.322 4172 0.000

e Under fixed effect the combined effect is 0.151 with 95% confidence
interval of 0.115 to 0.186

e Under random effects the combined effect is 0.223 with 95% confidence
interval of 0.120 to 0.322
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Test of the null hypothesis

Under the fixed effect model the null hypothesis is that the common effect is
zero. Under the random effects model the null hypothesis is that the mean of the
true effects is zero.

In either case, the null hypothesis is tested by the z-value, which is computed as
Fisher's Z/SE for the corresponding model.

To this point we've been displaying the correlation rather than the Fisher’'s Z
value. The test statistic Z (not to be confused with Fisher’'s Z) is correct as
displayed (since it is always based on the Fisher’s Z transform), but to
understand the computation we need to switch the display to show Fisher’'s Z
values.

Select FISHER’S Z from the drop down box

Comprehensive meta analysis - [Analysis]

File Edit Format Yiew Computational options Analyses Help
) ' . oo as .
+ Data entry 3 hlest table I High resaltion pict | [y Setect b + Effect measure: Fisher's FEICEZTTIEE Fl: @

\Qdds.m;ia _/ Y
Model Effect size and 95% confid s Test of null (2-T ail) Heterogeneity
Peto odds ratio
Number Point Standard g el D
Model Studies estimate eror Wariance I"H log odds ratio Z-value  P-value Q-value df[@) P-value |-squared

Log Peto odds ratio

Fixed 5 0.182 noma 0.000 Risk ratio 2160 0.000 19318 4 0.0 79.294
Random 5 0.227 0.054 0.003 TH risk ratio 4172 0.000
Log risk ratio
MH lag risk ratio
Risk difference
IMH risk diffierence
Std diff in means
Hedges's g
Difference in means
Std Paired Difference

attelation
)
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The screen should look like this (use the Format menu to display additional
decimal places).

Comprehensive meta analysis - [Analysis]

Fil= Edit Format Yiew Computational options Analyses Help
4+ Data entry 13 Mext table :{» High resalution plot % Select by ... | -+ Effect measure: Fisher's 2 - E D EE TT } E :E j @
~
Model Effect size and 95% confidence interval Test of null (2-T ail) Heterogeneity
Mumber Point Standard Lower Upper
Model Studies estimate eror VYariance limit fimit Z-value  P-value B-value df [Q) P-value |-squared
Fived 5l 008 00003 01154 01854 21600 0.0000 19379 40000 00007 FO.2938
Random 5 0.0545 0.0030 01208 0.3341 41720 0.0000

Note that all values are now in Fisher’'s Z units.

e The point estimate for the fixed effect and random effects models are now
0.152 and 0.227, which are the Fisher’'s Z transformations of the
correlations, 0.151 and 0.223. (The difference between the correlation
and the Fisher’s Z value becomes more pronounced as the size of the
correlation increases)

e The program now displays the standard error and variance, which can be
displayed for the Fisher’s Z value but not for the correlation

For the fixed effect analysis

z=91919 ¢ 4600
0.0186
For the random effect analysis
7-92273 _ 4 1720
0.0545

In either case, the two-tailed p-value is < 0.0001.
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Test of the heterogeneity

Switch the display back to correlation

- Select CORRELATION from the drop-down box

File Edit Format Yiew Computational options Analyses Help
+ Data entry 13 hest taie I High resaiution pict %Se|emm FEINCIEETTIEE E| & @
——Cddsrgip »
Model Effect size and 95% interval IiHoddzrotic Heterogeneity Tau-squared

Peto odds ratio

Humber Point Lower Upper Log odds ratio Tau Standar
Model Studies estimate Timit Timit I"H log odds ratio O-value df[@) P-value |-squared Squared Error

Log Peto odds ratio
Fixed 5 01508 0.1143 01862 Risk ratio 193178 4 0.0007 792938 00108 0.0
Random 5 0.2235 01133 03222 IH rigk ratic

Log risk ratio

MH log risk ratio

Risk difference

% IH risk difference

Std diff in means

Hedges's g

Difference in means

td Paired Difference

Note, however, that the statistics addressed in this section are always computed
using the Fisher’s Z values, regardless of whether Correlation or Fisher’s Z has
been selected as the index.

The null hypothesis for heterogeneity is that the studies share a common effect
size.

The statistics in this section address the question of whether or the observed

dispersion among effects exceeds the amount that would be expected by
chance.
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Comprehensive meta analysis - [Analysis]

File Edit Format %ew Computational options Analyses Help

4 Data entry 13 Mext table :{— High re=alution plot % Select by .. | -+ Effect measure: Correlation < E‘ I:‘ EE TT } E :E j @
~
Model Effect size and 95% interval Test of null (2-T ail) Heterogeneity Tau-squared
Mumber Puoint Lower Upper Standai
Model Studies estimate limit limit Z-value  P-valu Q-value df [Q) P-value |-zquared Square Emor
Fired 5 0.1508 01148 01862 21600 0.0000 132179 4 0.0007 79.25938 00108 0.m
Random 5 02235 01153 03222 41720 0.0000

The Q statistic reflects the observed dispersion. Under the null hypothesis that
all studies share a common effect size, the expected value of Q is equal to the
degrees of freedom (the number of studies minus 1), and is distributed as Chi-
square with df = k-1 (where k is the number of studies).

e The Q statistic is 19.3179, as compared with an expected value of 4
e The p-value is 0.0007

This p-value meets the criterion for statistical significance. It seems clear that
there is substantial dispersion, and probably more than we would expect based
on random differences. There probably is real variance among the effects.

As discussed in the text, the decision to use a random effects model should be
based on our understanding of how the studies were acquired, and should not
depend on a statistically significant p-value for heterogeneity. In any event, this
p-value does suggest that a fixed effect model does not fit the data.
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Quantifying the heterogeneity

While Q is meant to test the null hypothesis that there is no dispersion across
effect sizes, we want also to quantify this dispersion. For this purpose we would
turn to I-squared and Tau-squared.

- To see these statistics, scroll the screen toward the right

Comprehensive meta analysis - [Analysis]

File Edit Format Yiew Computational options Analyses Help

+ Data entry 3 hlest table I+ High resoldtion pist | [Ely Selectby .|+ Etfect measure: Correlation SEICNEETTIRE F| 2 @

Effect size and 95% interval Test of null [2-Tail) Heterogeneity Tau-squared

Number Point Lower Upper Tau Stingdard
Studies estimate Timit limit Z-value  P-value Q-value df (@) P-vlge |-squared Squared Eyhor Variance Tau

5 01608 01143 01862 81600 (0.0000 18.3179 4 0.0007 79,2938 n.oog 0.0z 0.0001 01023
5 0.2235 01133 03222 41720 (0.0000

e |-squared is 79.29, which means that 79% of the observed variance
between studies is due to real differences in the effect size. Only about
21% of the observed variance would have been expected based on
random error.

e Tau-squared is 0.0108. This is the “Between studies” variance that was
used in computing weights.

The Q statistic and tau-squared are reported on the fixed effect line, and not on
the random effects line.

These value are displayed on the fixed effect line because they are computed
using fixed effect weights. These values are used in both fixed and random
effects analyses, but for different purposes.

For the fixed effect analysis Q addresses the question of whether or not the fixed
effect model fits the data (is it reasonable to assume that tau-squared is actually
zero). However, tau-squared is actually set to zero for the purpose of assigning

weights.

For the random effects analysis, these values are actually used to assign the
weights.
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Return to the main analysis screen

Click NEXT TABLE again to get back to the other screen.

Comprehensive meta analysis - [Analysis]

File Edit Formaj . ignal options  Analyses Help
+ Data entr< 3 hlest table >:{— High resolution pliot | [y Selsctby .. | 4 Effect measure: Correlation SEICEETTIRE F| 2 @
SNS~— s’
Model Effect size and 95% interval Test of null [2-Tail) Heterogeneity Tau-squared
Mumber Point Lower Upper Tau Standai

Model Studies estimate limit Timit Z-value P-value Q-value df Q) P-value |-squared Squared Ermor
Fixed 5 01508 01143 01862 8.1600 0.0000 193179 4 00007 79.2938 0.0108 0.0
Random 5 02235 01189 03222 41720 0.0000

Your screen should look like this

Comprehensive me*- Lraig - [Analysis]
File Edit Far ‘iew  Computational opNns  Analyses  Help
+ Data entry 3 hlest table i High resolution piot | [y Selsctby .. | 4 Effect measure: Correlation SEIC]EETTIRE F| 2 @
Model Stud}%\—/ﬁlist\cs for each study Correlation and 952 CI ‘Weight [Fixed)] Weight [Flandom]
Carelation | Lower limit | Upper limit palue -1.00 0.50 0.00 0.50 1.00 Relative weight Relative weight
Goldman oz 0118 0303 0.000 — 13760 el |
Graham nz3 0.037 0409 0.0z0 —_— 3361 1406 0
Madison 0.261 0127 0386 0.000 — E83] 18700
Manring 0102 0.058 0145 0.000 -+ £9.22 I 2626 M
Moyer 0.356 0229 0472 0.000 — 6831 1870l
Fixed 0151 0118 0186 0.000 +
Random 0.223 0120 032z 0.000 ==
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High-resolution plots

To this point we’ve used bar graphs to show the weight assigned to each study.

Now, we’ll switch to a high-resolution plot, where the weight assigned to each
study will be incorporated into the symbol representing that study.

- Select BOTH MODELS at the bottom of the screen
- Unclick the SHOwW WEIGHTS button on the toolbar
- Click HIGH-RESOLUTION PLOT on the toolbar

Comprehensive meta analysis - [Analysis]

File Edit Format Yiew Computational ogg .
+ Data entry 3 hlest table I+ Hioh resoltion plct )y Selectby .. | -+ Effect measure: Correlation ~Bl 2

)
&

SS—__— N
Model Study name Statistics for each study Correlation and 952 CI
Carelation | Lower limit | Upper limit palue -1.00 -0.50 0.00 0.50 1.00

Goldman 0.2 0115 0.303 0.000 —

Graham 0.zx 0.037 0.409 n.0z0 —_—

Madizon 0.261 nia7 0.386 0.000 —

Manning nioz 0.058 0145 0.000 -+

toper 0.356 0.229 047z 0.000 —
Fixed 0151 0115 0186 0.000 +
Randam 0223 0120 0322 0.000 —

Fixed Fando  Both models
Basic stats | ONtudy removed Cumulstive anslysis | Calculations
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The program shows this screen.

- Select COMPUTATIONAL OPTIONS > FIXED EFFECT

Comprehensive meta analysis - [Analysis]

File Edt Format e cd wors Hr
+ Data ertry + |v effe ol = ™, Onesize " Fropotional X Resstal | Wholepage < Colorhods € v (i3

Baoth madels

Meta Analysis

Model Study name Statistics for each study Correlation and 95% Cl

Lower Upper

Correlation limit limit  p-Value
Goldman 0.211 0115 0303 0.000 -
Graham 0.231 0.037 0409 0.020
Madison 0.261 0127 0.386 0.000 —_
Manning 0102 0055 0145 0.000 [ ]
Moyer 0356 0229 0472 0.000 —_

0.151 0115 0186 0.000 ’

-1.00 050 0.00 0.50 1.00

Favours A Favours B

Meta Analysis

- Select COMPUTATIONAL OPTIONS > RANDOM EFFECTS

Comprehensive meta analysis - [Analysis]

Flle Edit Format viefd ot putational optich

0— |_ Fixed effect redolution piot [ 7] [ = nen o l;” ™. Onesize g Proportionsl X Resetal | Whole page = Color Mode ¢~ (B}

Meta Analysis

Model  Study name Statistics for each study Correlation and 95% Cl
Lower Upper
Correlation limit limit  pValue

Galdman 021 0115 0.303 0.000 E |
Graham 0.231 0037 0.409 0.020 ——
Madison 0.261 0127 0.386 0.000 E

Warining 0102 0058 0145 0000 [ |
Mayer 035% 0223 0472 0000 e =
Randorn 0223 0120 0322 0000 &

-1.00 050 0.00 0.50 1.00

Favours A Favours B

Meta Anahssis

www.Meta-Analysis.com © 2007 Borenstein, Hedges, Rothstein | 149



Compare the weights.

In the first plot, using fixed effect weights, the area of the Manning box was about
20 times that of Graham. In the second, using random effects weights, the area
of the Manning box was only about twice as large as Graham.

Meta Analysis
Model Study name Statistics for each study Correlation and 95% CI

Lower Upper

Correlation  limit limit p-Value

Goldman 02N 011s 0,303 0.000

Graharm 0231 0037 0408 0.020

Madison 0.261 0127 0386 0.000

hanning 0102 0058 0145 0.000

hoyer 0356 0229 0472 0.000

Fixed 0151 0115 0186 0.000

Meta Analysis
Meta Analysis
Model  Study name Statistics for each study Correlation and 95% Cl

Lower Upper

Correlation  limit limit p-Value

Goldman 021 0115 0303 0.000

Graham 0.231 0037 0409 0.020

Madison 0.261 0127 0386 0.000

Manning 0102 0058 0145 0.000

Moyer 036 0229 0472 0.000

Random 0223 0120 0322 0.000

Meta Analysis
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Compare the combined effects and standard error.

Meta Analysis

Model Study name Statistics for each study Correlation and 95% CI
Lower Upper
Correlation limit limit p\Value
Goldman 0.21 0115 0,303 0.000
Graharm 0.231 0037 0.409 0.020
Madison 0.261 0127 0.386 0.000
Manning 0102 0058 0145 0.000
MWayer 0386 0229 0472 0.000
Fixed 0.151 0115 D186 0.000

-1.00 050 0.00 0.50 1.00

Favours A Favours B
Meta Analysis
Meta Analysis
Model Study name Statistics for each study Correlation and 95% CI
Lower Upper
Correlation  limit limit p-Value
Goldman 0.2n 0115 0.303 0.000 B
Graham 0.231 0037 0409 0.020 ——
Madison 0.261 0127 0.386 0.000 -
klanning 0102 0058 0145 0.000 [ |
Woyer 0386 0229 0472 0.000
Randarm 0223 0120 0322 0.000
1.00 050 0.00 0.50 1.00
Favours A Favours B
Meta Analysis

In the first case (fixed) Manning is given substantial weight and pulls the
combined effect down to .151. In the second case (random) Manning is given
less weight, and the combined effect is .223.

In the first case (fixed) the only source of error is the error within studies and the
confidence interval about the combined effect is relatively narrow. In the second
case (random) the fact that the true effect varies from study to study introduces
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another level of uncertainty to our estimate. The confidence interval about the
combined effect is substantially wider than it is for the fixed effect analysis.

- Click FILE > RETURN TO TABLE

ai|Gonorehensive meta analysis - [Analysis]

Format Yiew Computational options Colors  Help

[85 Page size and margins biable |j{—High resoltion plat [y 7] [ = v [ 32 |;|| M One size gy Proportional X Resetall | Whole page = Color Mode €+ (i)

& Pri

@ Export to Word (tm)
@ Expart to PowerPoint (tm)

E Save as W

Meta Analysis

Study name Statistics for each study Correlation and 95% Cl

Lower Upper
Correlation  limit limit p-Value

Goldman 0.211 0.115 0.303 0.000 E J
Graham 0.231 0.037 0.409 0.020 ——
Madison 0.261 0.127 0.386 0.000 E 2
Manning 0102 DO0S8 0145 0000 [ ]
Mayer 0356 0229 0472 0.000 E

0.223 0.120 0.322 0.000 -’

100 0,50 0.00 0.50 1.00

Favours A Favours B

Meta Analysis

The program returns to the main analysis screen.

Comprehensive meta analysis - [Analysis]

Eile Edit Format Yiew Computational options Analyses Help

4 Data entry 13 Mext table :{— High resalution plot | % Select by ... | == Effect measure: Correlation 'EE| EE TTE E :E ”T ®|

Model | Study name Statigtics for each study Correlation and 95% Cl
Correlation | Lower limit | Lipper limit ‘ palue -1.00 050 0.00 050 1.00

Goldman nan 0118 0303 0.000 —
Graham nza 0.037 0409 n.0z0 —_—
Madison 0.261 0127 0386 0.000 —
Manning 010z 0.05g 0145 0.000 -+
Mayer 0.356 0229 0472 0.000 —

Fixed 0151 0118 0186 0.000 +

Random 0223 0120 n3zz 0.000 ==
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Computational details

The program allows you to view details of the computations

Since all calculations are performed using Fisher’'s Z values, they are easier to
follow if we switch the screen to use Fisher’'s Z as the effect size index.

- Select FISHER’S Z from the drop-down box

Comprehensive meta analysis - [Analysis]

File Edit Format Yiew Computational options Analyses Help
+ Data entry 3 hlest table - High resaiution piot | [gh Select by | 4 Effect measure: Fisher's 7 ) FEIC]ISETTEE F i @

Model Study name Statistics for each study . Cl
MH odds ratio
Fisher'sZ | Lower mit | Upper limit | p¥alie -1.00 Peto odds ratio 050 1.00
Goldman 0.214 0118 0.313 0.000 Log odds ratia -
Graham 0.236 0.037 0.435 0.0z0 I"H log odds ratio —
Madison 0.267 0127 0.407 0.000 e et s e
Marnning 0102 0.058 0146 0.000
Moyer 0.372 0233 0512 0.000 Risk ratio
Fized 0152 0115 nisg 0.000 IH risk ratio
Fandom 0227 0121 0334 0.000 E

Log risk ratio

MH log risk ratio
Risk. difference
IMH risk diffierence

Std%‘f in means
Hedges's g

Difference in means
Std Paired Difference

e The program is now showing the effect for each study and the combined
effect using values in the Fisher’'s Z metric.

We want to add columns to display the standard error and variance.
- Right-click on any of the columns in the STATISTICS FOR EACH STUDY

section
- Select CusTOMIZE BASIC STATS

Comprehensive meta analysis - [Analysis]

File Edit Format Yiew Computational options Analyses Help
+ Data entry 3 hlest table I+ High resoltion pist | [y Selectby .. | 4+ Effect measure: Fisher's 2 SEBICIEETTIERE F| 2t @
Model Study name Statistics for each study Fisher's 2 and 957 C|
Fisher'sZ | Lower limit | Upper limit palue -1.00 -0.50 0.00 0.50 1.00
Goldman 0214 0116 0313 0.000 —
Graham 0.236 0.037 0.435 0.0z0 —_—
Madizon 0.267 o127 0.407 0.000 —
Manning 0102 0.052 01, " - s
Moyer 0372 0273 051 gl Sork Lo-Hi by Upper limit
Fizs) 0152 0115 01 A$ Sart Hi-Lo by Upper limit o
Randam n.za7 o121 03222 shawhide basic stats —
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&, Customize display

Show Decimals  Alignment

M &l colunkis in this block | = | |
W  FishersZ |Aut0 ﬂ |.-’3«ut0

M Standard ejror laute =] |auto

W ariance |Aut0 ﬂ |Aut0

|Aut0 ﬂ |.-’3«ut0

<l
—
o
=
@
E)

Lol Laef Lef Lol Laf Laf Lo

W Upper limi |Aut0 ﬂ |Aut0
W  Z4alue |Aut0 ﬂ |.-’3«ut0
W pal |Auto j |Aut0 -

- Check the box next to each statistic
- Click OK

The screen should look like this.

Comprehensive meta analysis - [Analysis]

File Edit Format “iew Computstional options Analyses Help

4+ Data entry 13 Mext table :{» High resalution plot 5 Select by ... | -+ Effect measure: Fisher's 2 - E D EE TT $ E :E j @
Model | Study namz/ Statistics for each study > Fisher's 2 and 35% [l
Fishel il Variance | Lower limit | Upper imit | 2 alye -1.00 050 0.00 050 1.00

Goldman 0214 0.050 0.003 0116 033 4263 0.000 —
Graham 0.236 0102 nmo 0.0s7 0.435 231 n.020 —_—
Madison 0.267 0.071 0.005 0127 0.407 3747 0.000 —
Manring ooz n.ozz 0.0m 0.058 0146 4574 0.000 -+
Moyer narz 0.071 0.005 0.233 081z 5.227 0.000
Fixed 0152 0.oms 0.000 0115 n1iss 8.160 0.000 -+
Randam 0227 0.054 0.003 0121 0.334 4172 0.000 ——

¢ Note that we now have columns for the standard error and variance, and
all values are in Fisher’s Z units
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Computational details for the fixed effect analysis

- Select FORMAT > INCREASE DECIMALS on the menu

This has no effect on the computations, which are always performed using all
significant digits, but it makes the example easier to follow.

- On the bottom of the screen select FIXED
- On the bottom of the screen select CALCULATIONS

Comprehensive meta analysis - [Analysis]

File Edit Format Yiew Computational options Analyses Help

+ Data entry 3 hlest table I High resolttion pist | [y Selectby .| -+ Effect measure: Fisher's SEIC]EEITHE F) o2 @
Model Study name Statistics for each study Fisher's 2 and 95% Cl
Fishersz | 299 | yaance | Lowerlimit | Upperfink | Z¥alue | pvaue | .00 05 0.00 050 1.00
Goldman 02143 00502 0.0025 011853 0% 47894 0.0000 —
Giraham 02367 015 00103 00367 04347 23214 0.0202 _
Madizon 02870 no7z 0.0051 01272 0.4065 37474 0.0002 —_—
Marining 01024 00224 .05 iy 01462 45733 0.0000 -+
Moyer 03724 nonz n.o0s1 nzas 05121 57272 0.0000
Fised 01513 00185 0.0003 01154 01884 21800 0.0000 -+

Fixed J Random | Baoth models
il One study removed Cumulative analysis Calculations

www.Meta-Analysis.com © 2007 Borenstein, Hedges, Rothstein | 155



The program switches to this display.

Comprehensive meta analysis - [Analysis]

Eile Edit Format Wiew Computational options Analyses Help
4+ Data entry 13 hext table } High resolution plot % Select by ... | == Effect measure; Fizher's Z - [
todel Study name Calculations [Fixed]
. Sty au” 2 au” 2 Tatal .
Pairt thn@\hriance [ feight b D
Goldman 02143 nnas 0.0000 0.0000 Oy a3 ooo0 25,0682
Graharn 02357 ooos 0.0000 0.0000 oomos 97.0000 97.0000 22 8630
b adizon 02670 0.0051 0.0000 0.0000 Q0051 1970000 187.0000 B2 BAEY
k anning 01024 0.0005 0.0000 0.0000 00005 1997.0000  1997.0000 2043962
tdoper 03724 0.0051 0.0000 0.0000 Q0051 1970000 187.0000 733673
11917 00235 0.0000 0.0000 00235 28850000 28350000 4382894

For the first study, Madison, the correlation was entered as .261 with a sample
size of 200. The program computed the Fisher’'s Z value and its variance as
follows (to see these computations return to the data entry screen and double-
click on the computed value).

FisherZ = 0.5* Log| 1+ 2:261)_ 4 267
1-0.261
1
SE= =0.0712

v200-3

Variance = 0.07122 = 0.0051

The weight is computed as
1

w, =
0.0051+0.0000

=197.0000

Where the second term in the denominator represents tau-squared, which has
been set to zero for the fixed effect analysis.

Tw, = (0.2670)(197.0000) = 52.5967

and so on for the other studies. Then, working with the sums (in the last row)

7. 4382894 ) 151
2885.0000
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1
Y+ = 2885.0000

=0.0003
SE(T,)=+/0.0003 =0.0186

Lower Limit=0.1519-1.96*0.0186 = 0.1154

Upper Limit=0.1519+1.96 *0.0186 = 0.1884

,_0.1519

=———=28.1600
0.0186

- To switch back to the main analysis screen, click BASIC STATS at the
bottom

On this screen, the values presented are the same as those computed above.

Comprehensive meta analysis - [Analysis]

File Edit Format “iew Computstional options Analyses Help
4+ Data entry 13 Mext table :{» High resalution plot % Select by ..\ Effect measure: Fisher's 2 - E D EE TT } E :E j @

Tehe—
Model Study name

Statistics for each study Fisher's £ and 95% Cl

FishersZ | 389 yaance | Lowerlimit | Upperfink | Z¥alue | pvaue | 100 050 0.00 050 1.00
Madison 02670 00712 00051 01273 04066 37474 00002 —
Moyer 03724 00712 00051 02328 05121 52272 00000
Goldman 0.0502 42694 —
Graham —_—
Manrning —+
Fixed -+
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Finally, if we select Correlation as the index, the program takes the effect size
and confidence interval, and displays them as correlations.

Comprehensive meta analysis - [Analysis]

File Edit Format Yiew Computational options Analyses Help
+ Data entry 3 hlest table I+ High resoltion piet | [y Select by\_ |+ Effect measure: Carrelation “RBCIEETTHRE F| 2 @
Model Study name Statistics for each study orrelation and 95% C|
Carelation | Lower limit | Upper limit | Z-alue pValue -1.00 -0.50 0.00 0.50 1.00
Madizon 0.2608 01267 0.3856 37474 (0.0002 —
Moyer 0.3561 0.2287 0.4716 5.2272 (0.0000 —
Goldman o211 01154 0.3028 4.2694 (0.0000 —
Graham 0.2314 0.0367 0.4032 23214 0.0203 —_—
Manning 01020 0.0584 0.1452 45733 (0.0000 -+
Fixed 0.1508 011439 0.1862 81600 0.0000 —+

To transform the combined effect (Fisher's Z = 0.1519) to a correlation

C = exp(2*0.1519) =1.355
1.355 -1

T =—""__-0.151
1.355 +1

To transform the lower limit (Fisher's Z = 0.1154) to a correlation

C = exp(2*0.1154) =1.260

LowerLimit = 126& =0.1149

.260 +1

To transform the upper limit (Fisher's Z = 0.1884) to a correlation

C = exp(2*0.1884) =1.458
1.458 1

UpperLimit = ——— =0.1862
PP 1.458 +1

The columns for variance and standard error are hidden. The z-value and p-
value that had been computed using Fisher’s Z values apply here as well, and
are displayed without modification.
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Computational details for the random effects analysis

Now, we can repeat the exercise for random effects.

- Select FISHER'S Z as the index
- On the bottom of the screen select RANDOM
- On the bottom of the screen select CALCULATIONS

Comprehensive meta analysis - [Analysis]

File Edit Format Yiew Computational options Analyses Help
+ Data entry 13 Mext table }High resolution plot | [y Select by (C | + Effect measure: Correlation - D EE TT :f,,- E F| i @

Model | Study name Statistics for each study \_sz Cl
Correlation | Lower imit | Upper imit | Z-4alue pWalue -1.00 -0.50 0.00 050 1.00

Madison 0.2608 01267 0.3856 37474 0.0002 —
Moyer 0.3561 02287 04716 52272 0.0000 —
Goldman 02111 01154 0.3028 4.2654 0.0000 —
Graham 02314 0.0367 0.4052 23214 0.0203 —_—
Manning 01020 0.0584 01452 4573 0.0000 -+

Random 02235 01139 03222 41720 0.0000 ——

£oth models
Onhe study removed Cumulative analpsil Calculations

S
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The program switches to this display

Comprehensive meta analysis - [Analysis]

File Edit Format Wiew Computational options Analvses Help

+ Dsta entry 13 Mext table 5 High resolution pict | [y Select by ... | =+ Effect measure: Correfation v

Calculations [Fandam)

Tatal .
Y anance -/eight W D

kodel Study name

Madizon 0.0159 629742 £2.9742 168134
Moper 0.0159 629742 £2.9742 234530
Goldrnan 0.0133 7h.0623 70.0623 16.0835
Graham 0.0211 473650 473650 11.1640
Manning 00113 88.4833 08.4633 9.0544

00775  336.8330 336.8330 76.5686

For the first study, Madison, the correlation was entered as 0.261 with a sample
size of 200. The program computed the Fisher’'s Z value and its variance as
follows (to see these computations return to the data entry screen and double-
click on the computed value).

FisherZ = 0.5 * Log| 9261\ ¢ 267
1-0.261
1
SE=——_=0.0712

v200-3

Variance = 0.07122 = 0.0051

The weight is computed as

. 1 1

W', = = = 62.9742
0.0051+0.0108 0.0159

Where the (*) indicates that we are using random effects weights, and the
second term in the denominator represents tau-squared.

T,w; =(.2670)(62.9742) = 16.8134

and so on for the other studies. Then, working with the sums (in the last row)
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7. _ 76.5686

o 29000 g 9273
336.8390
. 1
V= =0.0030
336.8390

SE(T.")=+/0.0030 =.0545
Lower Limit"=0.2273 -1.96 * 0.0545 = 0.1205

Upper Limit"=0.2273 +1.96 * 0.0545 = 0.3341

. _0.2273

=———=4.1720
0.0545

P, = 2[1 —(®(14.1720 |))] <0.0001

(Note — The column labeled TAU-SQUARED WITHIN is actually tau-squared
between studies, and the column labeled TAU-SQUARED BETWEEN is reserved for
a fully random effects analysis, where we are performing an analysis of
variance).

- To switch back to the main analysis screen, click BASIC STATS at the
bottom

On this screen, the values presented are the same as those computed above.

Comprehensive meta analysis - [Analysis]

File Edit Format Yiew Computational options Analyses Help

+ Data entry 3 hlest table I+ High resoltion pist | [y Selectby .. | 4+ Effect measure: Fisher's 2 SEBICEETTHRE F| 2 @
Model | Study name Statistics for each study Fisher's 2 and 95% C|
Fishers2 | P99 | yiance | Lowerlimit | Upperlimk | Z¥ale | pale .00 050 000 050 100
Madizon 02870 007z 0.0051 01272 04065 37474 0.0002 —
Moper 03724 no7z ililial ifece] 05121 52272 0.0000
Gieldman 02143 n0s02 1025 n1159 0326 47694 0.0000 ——
Graharn 0.2357 01015 10103 LLoC Lada 23714 0.0203 —_—
] - (224 00005 00585 01462 45739 -
Fandom 12273 0.0545 0.0030 01208 0.3341 41720 ——
. / e — —
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Finally, if we select Correlation as the index, the program takes the effect size
and confidence interval, and displays them as correlations. The columns for
variance and standard error are then hidden.

Comprehensive meta analysis - [Analysis]

File Edit Format Wew Computational options Analyses Help
+ Dsta entry 173 Next table b High resalution plat | [gh Select by ... \d+ Effect measure: Correlation El]EETI+=E F| ¢ d
Model Study name Statistics for each study Correlation and 953 C
Correlation | Lower limit | Upper limit | 24 alue pMalue -1.00 050 0.00 0.50 1.00
Madizan 0.2608 01287 0.3856 37474 0.0002 —
toyer 0.3561 02287 0.4716 52272 0.0000 —
Galdman 02111 01154 0.3028 42694 0.0000 ——
Graham 0.2314 0.0367 0.4092 23214 0.0203 —
Manning 01020 00584 01452 45739 0.0000 -+
< Random ) 02235 01199 03222 41720 0.0000 ——
—

To transform the combined effect (Fisher's Z = 0.2273) to a correlation

C =exp(2*0.2273) =1.576
1.576 -1

T =—""— -0.2235
1.576 +1

To transform the lower limit (Fisher's Z = 0.1205) to a correlation

C =exp(2*0.1205) =1.273

LowerLimit = % =0.1199

1.273 +1

To transform the upper limit (Fisher's Z = 0.3341) to a correlation

C =exp(2*0.3341) =1.951
1.951-1

UpperLimit = ———— =0.3222
PP 1.951+1

The columns for variance and standard error are hidden. The z-value and p-
value that had been computed using log values apply here as well, and are
displayed without modification.

This is the conclusion of the exercise for correlational data.
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